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ABSTRACT
Facilitating the design process in low-resource Technology classrooms has become increasingly challenging in the 21st century. This research focuses on the types of information sources used during learners’ design processes. We examine the information sources that nine South African Grade 9 learners from a low-resource school used while they were engaged in a mechanical systems and control design task. They worked in groups of three to design a machine to lift logs from the ground onto a truck. We utilised a Think Aloud Protocol Study to collect concurrent verbal, visual and temporal data. The results indicate that Grade 9 design teams were predominantly engaged in problem solving activities by using mostly external sources of information during the early phases of the design process. If designing is the backbone methodology of Technology education, attention should be given to the information sources that learners use during designing.
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INTRODUCTION
During the early phases of the design process, learners have to engage in an iterative process of structuring and solving their design problem (Dym, Little & Orwin, 2014; Hay, 2017). The early phases of the design process are particularly challenging phases as this is when learners’ level of uncertainty about how to proceed with their design process is higher (Jonassen, 2011). It is often difficult for learners to identify and define their design problem and to specify which directions to follow, due to the ill-structured nature of the design problems they deal with (Goel, 2014; Reed, 2016; Simon, 1973). Uncertainty is challenging for secondary school learners, who are considered to be untrained in focusing their attention (Gonçalves, Cardoso & Badke-Schaub, 2016; Pieper, 2013) and thus struggle to choose which direction to follow. To reduce their uncertainty, learners search for internal and external information with the aim of structuring and solving the design problem they are faced with (Song et al., 2016).

Although teachers provide learners with some information related to their design problems, it would be impossible for teachers to explore all possible aspects of each learner’s design problem beforehand due to time constraints (Mettas & Norman, 2011). Furthermore, information given by teachers might be biased, i.e. have preferences toward specific solutions paths, which implies the prescribing of learners’ design processes, which could potentially limit their creativity (McLellan & Nicholl, 2011). Recent studies in South Africa (Kola, 2017; Mathumbu, Rauscher & Braun, 2014) have also proven that technology teachers do not support the systematic development of learners’ design processes, and provide limited facilitation of the cognitive processes during designing.

In light of the limitations of teacher-prepared information resources, other information sources including internet access, reference books and catalogues may help learners to structure and solve their design problems (Pieper, 2013). However, in South Africa, most classrooms and communities do not have sufficient information access. Of approximately 23 471 public schools in South Africa (DBE, 2018):

- 18 019 (70%) do not have stocked libraries; and
The above-mentioned statistics imply that in the majority of Technology classrooms in South Africa, information is not easily accessible. It was our interest to conduct research in a low resource classroom, to investigate what types of information sources learners typically use during a mechanical systems and design task. For this study, we considered a low resource Technology classroom as a classroom that did not comply with the minimum resource requirements stipulated in the Technology Curriculum and Assessment Policy Statement (CAPS) (DBE, 2011). In Table 1, a list of requirements for Technology is provided, with which the case study did not comply.

Table 1. Resource requirements for Technology

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Compliance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Each learner must have an appropriate textbook</td>
<td>X</td>
</tr>
<tr>
<td>2. Each learner must have a 72-page A4 workbook</td>
<td>√ Each learner had their own workbook.</td>
</tr>
<tr>
<td>3. Stationary including basic drawing instruments: pencil, eraser, ruler and set squares</td>
<td>X The participants only had access to basic stationery items. However, they did not have access to drawing instruments such as set squares, and protractors.</td>
</tr>
<tr>
<td>4. A designated teaching venue with a Technology teacher</td>
<td>√ The school in which this study was conducted had their own Technology classroom.</td>
</tr>
<tr>
<td>5. Technology rooms must be secure, with doors that lock, and with burglar-proofing if possible. Enough cupboards should be available to store and lock away all resources</td>
<td>X Although Technology classrooms were secured with a door and lock, the classrooms did not have any storing space or lockable cupboards available for storing tools, materials and projects.</td>
</tr>
<tr>
<td>6. It is the responsibility of the school to provide each learner with the minimum tools and material to meet the needs of the subject</td>
<td>X The school did not provide learners with any tools or materials for their projects. Learners had to source their own materials.</td>
</tr>
</tbody>
</table>

In addition, the school was located in a low-socioeconomic area as indicated by the monthly income of households, unemployment rates and food insecurity, as found by Abbey (2008) and Naidoo (2011) regarding the area in which the research site was situated.

Despite the prescriptions in the Technology curriculum (DBE, 2011) to develop all South African learners’ investigation skills in finding, analysing and synthesising information, few pedagogical guidelines exist to guide Technology teachers’ facilitation of the early phases in low-resource classrooms. A majority of technology and engineering curricula stop short of providing teachers with any details related to learners’ efforts to search for and use information (Pieper, 2013).

For this paper, we aimed to use an extended information processing framework through which we could identify the information sources that secondary school learners use during the early phases of the design process. Examining the information sources that learners search for is important for practical and theoretical reasons. First, this knowledge can assist curriculum developers to develop much-needed pedagogical guidelines to ensure that teachers are able to facilitate the early phases of the design process. Second, this knowledge might help curriculum developers and teachers to design learning environments that are conducive to complex thinking that mirrors that of expert designers (De Vries, 2016; Haupt, 2015; Oxman, 2001). Third, viewing the design cognition of secondary learners through extended information processing contributes to the limited theories of cognition specific to Technology education (Grubbs & Strimel, 2016; Petrina, 2010).

This investigation attempted to shed some light on what information learners searched for, which has implications for secondary Technology education, especially in low-resource contexts. Subsequently, this paper aims to address the following research question: What are the information sources that Grade 9 learners use during the early phases of the design process? Addressing this research question may help to guide teachers’ decisions regarding the appropriateness of using information during learners’ design tasks. It might also be beneficial to identify what information sources learners did not typically use in low-resource environments in order to design appropriate pedagogical interventions.
LITERATURE REVIEW

Designing as Problem Solving

The distinction between well-structured and ill-structured problems has been well documented in the problem solving literature (Csapó & Funke, 2017; Reed, 2016; Robertson, 2017), and has gained wide acceptance among researchers of design cognition. Designing as a cognitive activity is seen as a prime example of ill-structured problem solving (Goldschmidt & Rodgers, 2013; Grubbs & Strimel, 2016; Jonassen, 2011). Since the late 1960s, there have been many developments in understanding how designers solve ill-structured problems. The original work of Herbert Simon on ill-structured problem solving remains the dominant theoretical framework through which designing is conceptualised. Simon’s work and its applicability to designing have also received many critiques. Subsequently, some of the of the original statements in Simon’s work that deal with designing have since been qualified and refined (Dorst & Cross, 2001; Gero, 1998; Visser, 2009).

In his problem-solving approach to design, Simon (1973) distinguishes two cognitive phases in design problem solving, namely, problem structuring and problem solving. Problem structuring refers to the psychological process of forming a mental, subjective representation that reflects the perceived problem state and desired outcome (Simon, 1973). Typical activities in the design process related to problem structuring include defining the problem to be solved by understanding the users’ needs and the design context; proposing and modifying design requirements, limitations and constraints; and formulating design goals and sub-goals (Björklund, 2013; Dym et al., 2014). Problem solving refers to the psychological process of ‘searching’ for possible solutions in a design problem solving space (Simon, 1973). Typical activities in the design process related to problem solving include proposing alternative design ideas, elaborating on possible design ideas, and choosing design ideas that could be further developed and detailed into a final design specification (Dym et al., 2014; Goel, 2014).

Goel (1995) further characterised designing as involving four cognitive phases: problem structuring, preliminary design, refinement, and detail specification. This paper is only concerned with the first two cognitive phases, which constitute the early phases of the design process. In our experience, Technology teachers are still uncomfortable with the uncertainties of the problem structuring and preliminary solving phases, and prefer to give learners a well-defined design brief (Mettas & Norman, 2011). Although a well-defined design brief might be beneficial for teachers for the purpose of managing learners’ design processes, learners might be unaware of the need to structure their own design problem or consider the design context, which might prevent them from seeing their design project holistically.

Although the majority of professional design cognition studies have focused on the early phases of the design process (Dinar et al., 2015), several scholars maintain that the nature of the cognitive processes of professional and novice designers involved in the early phases remains unclear (Dorst & Cross, 2001; Jin & Benami, 2010; Kim & Ryu, 2014). When design issues in general are brought home to the specificity of their application in Technology education, it becomes clear that there are few studies that have empirically investigated the cognitive nature of Technology learners’ design processes at both theoretical and empirical levels (Strimel & Grubbs, 2017; Wells et al., 2016). Recent findings in the literature focusing on the early phases reveal that the behaviours of Technology learners often differ from those of experts in key areas such as problem structuring, depth and breadth of the information sought, and time spent during individual cognitive phases (Atman et al., 2007; Kelley, Capobianco, & Kaluf, 2015; Mohedas, Daly, & Sienko, 2015). However, these studies have not yet explored what information sources novice designers in secondary schools typically use during the early phases of the design processes. This paper speaks to this gap.

In their exposition of levels of design expertise, Lawson and Dorst (2009) have proposed that naive designers should be considered as the first level of design expertise. According to them, designing can also be done by ordinary people, who have not yet engaged in formal design training. They characterise naive design processes as a mimicry of existing solutions where naïve designers make their design choices based on limited previous knowledge and design experiences (Lawson & Dorst, 2009). Understanding how naïve designers engage in designing seems important because it marks the start of the process of developing design expertise. As such, this study focussed on the information sources used by naïve designers in a Technology classroom.

Information Access and Use

For this paper, we viewed an information source as any fragment of information that has been interpreted by the designer and prompts a reaction to explore the problem or solution space (Cash & Gonçalves, 2017). In line with Extended Information Processing Theory, we could distinguish between two main types of information sources, including internal and external information sources. Internal sources include information that is located in the design task, for example, design requirements, constraints, limitations and intentions, or, stored in learners’
memory. External information sources are located externally in the Technology learning environment and include sources such as drawings, textbooks, 3D modelling materials, and pictorial information.

Currently, a limited amount of literature empirically shows how designers, in general and specific to Technology education, use information sources (Gonçalves et al., 2016; Mohedas et al., 2015; Restrepo, 2006). It is for this reason that we reviewed literature from design cognition in general, and specific to Technology education. In general, a design team’s need to gather information during the early phases of the design process is fundamental to creating successful design solutions (Bursic & Atman, 1997; Cash & Gonçalves, 2017; Mohedas et al., 2015). Dym et al. (2014) suggest that information gathering is an essential process during the early phases of the design process.

In design practice, information sources typically include literature on modern solutions, experts, design codes and regulations; competitive products; heuristics; models; handbooks; local laws and regulations; suppliers’ component specifications; prior experiences; and feedback from clients. Designers use these information sources to structure and solve their design problems.

Professional designers spend a considerable amount of time gathering information during designing (Gonçalves, Cardoso & Badke-Schaub, 2014; Mohedas et al., 2015). During the design process, their need for several internal and external information sources changes over the course of their design task (Gonçalves et al., 2016). Designers typically search for different information sources to support their problem structuring efforts (Heisig, Caldwell, Grebici, & Clarkson, 2010), and their idea generation and development phases (Gonçalves, Cardoso, & Badke-Schaub, 2013). Previous research has noted the value of information sources during the early phases of the design process, in particular, the positive effects of external information sources on idea generation (Gonçalves et al., 2016; Stables, 2010; Wu & Wang, 2015). In addition, research findings have also shown how information sources can deter designers from exploring other solutions as they become fixated (Dinar et al., 2015; McLellan & Nicholl, 2011; Nicholl & Mclellan, 2005). Thus, information sources seem to have a substantial impact on designing, and are key to the exploration of the early phases of the design process (Cash & Gonçalves, 2017).

However, very few studies have zoomed in on how designers use information sources during problem structuring (Mohedas et al., 2015; Summers, Joshi, & Morkos, 2014), especially in secondary school technology classrooms (Pieper, 2013). Although some scholars are able to identify the cognitive phases involved during Technology learners’ design processes (Kelley et al., 2015; Wells et al., 2016), they do not elaborate on the information sources that learners use during these cognitive phases. Gonçalves et al. (2016) suggests that the use of information sources during design activities supports the transition between problem structuring and problem solving. However, it is currently difficult to describe how information sources are influential during designing (Gonçalves et al., 2014), or how design situations build up from these information sources (Cash, Hicks, & Culley, 2015). One reason for this limitation might be as a result of the research methodology that researchers are utilising, namely, Think Aloud Protocol Studies (TAPS). A majority of the studies on learners’ design cognition using TAPS methodology do not gather data revealing what external information sources learners use during designing. Ericsson and Simon (1993) attribute this limitation to the ‘near’ unmanageability of the large amounts of data that may be accumulated as a result. As such, the objective of this paper was to provide some evidence of what information Grade 9 learners typically accessed and used during the early phases of their design processes.

THEORETICAL FRAMEWORK

This paper provides an alternative view of conventional Information Processing Theory that is currently emerging in the literature, namely extended information processing (Haupt, 2018). The Information Processing Theory of design problem solving has led to the belief that problem solving behaviour is dependent on a centralised internal processor of information localised in an individual designers’ mind (Goel, 2014; Newell & Simon, 1972; Ullman, Dietterich & Stauffer, 1988). In this view, what learners think and what they do are seen as two separate activities. Furthermore, according to Information Processing Theories, the location of information solely resides in learners’ memory, and therefore neglects to account for the role of the physical and social environment during the early phases of the design process.

In contrast to information processing theories, extended information processing recognises that designers’ design task environment encompasses internal and external sources of information, irrespective of domain or level of expertise. Extended information processing theory developed as a subset of Situated Cognition (Robbins & Aydede, 2009) and Distributed cognition theories (Hutchins, 2014). Extended information processing draws from the Extended Mind (Clark, 2006, 2008; Clark & Chalmers, 1998), that reject exclusive internalist and externalist theories of cognition, in favour of an integrated model of cognition (Menary, 2007, 2010).

For the purpose of this study, an integrated model of design cognition was adopted. The authors furthermore believe that the design process is an integrated, continuous process in which designers, using internal and external information, develop a fit-for-purpose solution.
The benefit of using an extended information processing framework lies in the descriptive power it provides in describing the development of learners’ design activity in conjunction with the information sources that learners use during problem structuring and solving. Cash and Gonçalves (2017) emphasise that there are limited theoretical frameworks describing the development of design methodology in conjunction with information sources. As such, an extended information processing framework provides a means to study how Technology learners use information sources during the early phases of the design process.

METHODOLOGY

For this study, a pragmatic stance was adopted based on the integration of post-positivist and constructivist theories of design cognition (Petrina, Feng, & Kim, 2008). In order to identify what information sources the learners used, we followed a concurrent mixed methods approach (Creswell, 2014; Teddlie & Tashakkori, 2009) in which we utilised a case study research design (Yin, 2014). In order to collect data, we employed a Think Aloud Protocol Study (TAPS) methodology to study learners’ design activities. Conducting a TAPS with the groups of participants allowed us to microscopically study when in the design process information sources were used. The authors studied three cases consisting of one group of two, and two groups of three Grade 9 Technology participants. The reason for using groups of participants rather than individual participants was based on maximising the verbal fluency among the participants during their TAPS. Welch & Lim (2000) also recommends studying groups of participants instead of individuals in order to create an environment that is conducive to thinking out loud.

Context of the Study

The target population for this study comprised one high school Technology classroom situated in a low socio-economic public school. We gained access to the research site via a teacher who was known to us, since she had been a Technology student of ours, approximately nine years ago. The Grade 9 participants were selected purposefully on the basis of their involvement with Technology for approximately 3 years. We confirmed with the Technology teacher that the members of the target population had already been exposed to at least six different design projects throughout their school careers. The Technology teacher also informed us that the target population possessed the necessary design skills to complete their design tasks, including investigating, designing, making, evaluating, and communicating skills (DBE, 2011), as well as conceptual knowledge about mechanical systems and control (DBE, 2011).

Prior to participating in this study, the target group completed their Term 2 work, focusing on the mechanical systems and control content area. The term was sequenced over eight weeks, comprising 20 contact lessons. During the lessons in weeks 1-4, the target group was engaged in enabling tasks, which introduced them to a range of mechanical systems and control concepts, building on their Grade 8 work. These mechanical systems and control concepts included the following conceptual knowledge (DBE, 2011, p. 53):

- Hydraulic/pneumatic systems that use restrictors, one-way valves: hydraulic press/jack;
- Gear systems – spur, bevel, rack and pinion, worm;
- Mechanical control mechanisms – ratchet and pawl; cleats; bicycle brakes; disc brakes;
- Belt-drive systems with more than one stage;
- Pulley systems – fixed pulley, moveable pulley, and multiple pulleys (block and tackle); and
- Systems where mechanical, electrical or pneumatic systems are combined.

The teacher taught these concepts to the target group mainly from a textbook (Clitheroe et al., 2013) while they completed enabling tasks. During weeks 5-8, the target group completed a Practical Assessment Task (PAT) in groups of four with the aim of designing and making a 3D model of a hydraulic water pump, drawing on their prior knowledge of integrated mechanical systems and previous design skills. No tools and materials were provided by the school for the target group to make their 3D models of the water pump; the learners therefore had to source their own ‘affordable and easily accessible’ materials.

The participants from the target group had also been exposed to several external information sources during their previous design projects. These external sources included: a workbook; Learning and Teaching Support Material (LTSM) such as worksheets, experiments and posters on the walls of the class and case studies. It should, however, be noted that the target population for this study did not have their own textbooks. Only the teacher had a Technology textbook, which was used to guide teaching and learning. The teacher copied important information for the learners and summarised the textbook. This was then given to the learners to paste in their workbooks.
Sampling

For this study, we relied on convenience sampling to select one participating school, based on their geographical proximity in Gauteng, Pretoria and their availability to participate. We also used purposive sampling to select eight participants (three groups of learners from different Grade 9 classes). At our request, the teacher from the secondary school selected nine, verbally fluent candidates, of which one declined to participate at the last minute. In South Africa, where there are 11 official languages, but high school education is entirely conducted in English, fluency in English was a serious consideration to ensure the depth and richness of data. Such fluency often coincides with a high achievement in the demographics of secondary schooling (Trudell, 2007). Coincidentally, the sampling based on this criterion yielded nine female participants. Further sampling criteria that the authors gave to the teacher for participant selection included, the ability to work together as a group, and above-average design capability. The authors derived these criteria from the CAPS document for Technology as examples of exemplary design capability behaviour (DBE, 2011, p. 44). All the participants signed informed assent forms in line with the ethical clearance protocols of our institution. They had also been informed that they were at liberty to withdraw from the recordings at any time.

Data Collection Strategies

We interviewed the teacher to access information regarding the work already covered, after which we collected data during the course of two consecutive afternoons. We used a Think Aloud Protocol Study (TAPS) to collect evidence of the participants’ use of internal and external information sources (Ericsson & Simon, 1993). As such, we were able to concurrently collect a verbal protocol of the participants’ utterances; and visual evidence of the participants’ external representations, i.e. sketches, writings, 3D modelling, and temporal data of the participants’ design task performance. The TAPS method requires the participants of a study to talk out loud as they are performing a given task while being video recorded (Ericsson & Simon, 1993; Kelley et al., 2015).

The authors were able to elicit the design cognition behaviour of each group of participants by providing them with a design task (see Appendix A) that we adapted from a prescribed textbook suggested by the DBE (Johnstone et al., 2013). The authors adapted the design task on the basis of the participants’ work from the previous term, focusing on concepts of mechanical systems and control. The participants did not have access to this design task prior to the study. In the given design task, the groups of participants were required to design a model of a lifting machine that could pick up logs from the ground and transfer them onto a transport truck. The participants were also instructed before the study to bring their workbooks to class, which contained their previous term’s work. This had the potential to stimulate idea generation and enhance their access to external information sources.

The design task played a central role in eliciting the participants’ information access and use during their design processes. We collected and analysed primarily qualitative data, which included concurrent verbal and visual data. The verbal data was collected sequentially from the start of the participants’ protocols, while the visual data consisted of external representations that the participants produced in the form of sketches, 3D models and writings. Quantitative data was collected in the form of temporal instances of information access and use behaviour.

Data Analysis

The primary unit of analysis for this study was the verbal utterances made by the participants, which were clustered into modules that we could interpret as cognitive actions. A module was defined as “a complete portion of text uttered by a participant, without interruption from the other participants” (Welch, 1999, p. 24).

The data analysis and interpretation was guided by a multi-phase coding scheme derived from Ullman et al. (1988) and (Goel, 1995) that we applied to all modules. The result of this process was a microscopic analysis of the design process of each group of participants, which revealed when and where information sources were used during the early phases of the design process. The protocol analysis allowed the researchers to identify instances where the participants were engaged in problem structuring and problem solving. Furthermore, the researchers were also able to identify instances in which the participants used internal and external information sources.

Quality Measures

In order to ensure the consistency and repeatability of the coding procedures, the researchers utilised an inter-coder reliability technique. Two researchers who were researching the early phases of the design process with similar coding schemes independently classified ten sample groups of verbal utterances according to the coding scheme for this study. The consistency of the agreement between the two researchers was determined by using the following formula:
A review of the two researchers’ classification revealed that the small disagreement noted above (10%) could be attributed to the fact that the problem structuring and problem solving cognitive phases are not always clearly distinguishable (Goel, 1995; Restrepo & Christiaans, 2004). Stemler (2004) suggests that values ranging from 75% to 100% demonstrate a satisfactory level of credibility when determining inter-rater reliability based on the percentage of absolute agreement. Establishing an agreement between two sets of codings seemed to have resulted in credible inferences.

**Limitations**

Firstly, the small purposive sample does not allow for generalised statements to be made about the design process of all Grade 9 naive designers. The selected groups of participants were of secondary importance, as our primary aim was to gain insight into the types of information sources naive designers use to structure and solve their design problems (Yin, 2014). However, the possibility of certain tendencies being transferable to similar Technology classrooms does exist, as other low resource Technology classrooms might display a context and characteristics similar to the one described in detail in this article. Secondly, the sample that was selected by the Technology teacher only comprised female Grade 9 participants. The sample selection criteria focused primarily on the participants’ ability to communicate effectively, but also on their ability to work together effectively as a group, and above average design capabilities. The sample criteria did not allow the teacher to discriminate between genders. Future studies could include stratified sampling criteria, which might include an equal distribution of male and female participants. Thirdly, the TAPS methodology that we used for collecting data was limited because it could not provide us with direct access to the internal information sources that the participants used during their design tasks. In order to compensate for this limitation, we collected multiple forms of external representations, including the participants’ verbal utterances and their concurrent gesturing, sketching, writing, and 3D models. These multiple data sources allowed us to infer what internal information sources the participants were using. The multiple data sources also complemented each other, thereby validating the inferences that we made about the internal information sources that the participants used. Fourthly, the number of participants, uneven by accident, not design because of the withdrawal of one participant, might have influenced the frequency counts of cognitive phases and information sources. However, since the focus of this study was on the types of information sources used to structure and solve a design problem, this was not deemed to be problematic in terms of the reliability of the results.

**RESULTS**

Table 2 indicates that the participants in all three groups engaged predominantly in problem solving cognitive phases, as compared to problem structuring phases during their design processes. Reviewing the percentages of all three groups, problem structuring utterances constituted less than 20% of the verbal utterances of each group’s design process. There did not seem to be an aberration in this regard in the group that only had two members.

| Table 2. Frequency and percentage of utterances in each cognitive phase made by the groups of participants |
|--------------------------------------------------|--------------|---------|-----------|
| Group A | Problem structuring | 44 | 260 | 16.9 |
|         | Problem solving     | 216 |       | 83.1 |
| Group B | Problem structuring | 10 | 227 | 4.4 |
|         | Problem solving     | 216 |       | 95.1 |
| Group C | Problem structuring | 44 | 326 | 13.5 |
|         | Problem solving     | 283 |       | 86.8 |

More than 80% of the total utterances in each group of participants focused on problem solving, indicating that the majority of the participants’ design processes were dominated by design problem solving activities. The findings in design cognition suggest that expert designers spend the majority of their time focusing on understanding design problems, whereas novice designers tend to spend the majority of their time on developing solutions even when they have not yet understood their design problem (Kelley et al., 2015; Lawson & Dorst, 2009; Welch, 1999). This finding implies that if Technology teachers want their learners to think more like expert designers, they need to facilitate learners to think about and represent their design problems more often.

In order to establish what sources each group of participants accessed and used during their cognitive phases, we counted the occurrences of the cognitive phases that each group of participants exhibited, as well as the information sources that they used. As such, we were able to describe what sources of information each group of participants used during problem structuring and solving respectively. Each of the groups’ problem structuring...
and solving cognitive phases are visualised using bar graphs in Figures 1 and 2 to show the most prominent patterns of information sources accessed and used.

![Figure 1. Frequencies of information use during problem structuring](image)

In Figure 1, the data patterns reveal that the participants in this study predominantly used the design task and pictorial information during their problem structuring phases. Therefore, it seems as if the participants found information about the design problem and pictorial information more useful than their workbooks, sketches and 3D modelling materials to structure their design problems. This implies that these learners did not make their own representations of the design problem and relied predominantly on the information given in the design task, and pictorial information.

Figure 1 also indicates that the participants rarely accessed or used their workbooks or 3D modelling materials for problem structuring. This might have important implications for curriculum planning in Technology, since Technology textbooks do not necessarily contain sufficient information to allow participants to structure their design problems. If low-resource classrooms are instructed to solve design problems in their textbooks, then sufficient information should be made available to understand the context of the problem and the people involved, which will lead learners to formulate appropriate design objectives and constraints.

![Figure 2. Frequencies of information use during problem solving](image)

Figure 2 indicates that all three groups predominantly accessed and used external pictorial information and their sketches as information sources during problem solving. Therefore, the participants in this study relied predominantly on external sources of information to solve their design problem. Furthermore, Figure 2 also shows that the participants paid less attention to information sources, including prior knowledge, their workbooks and 3D modelling materials. Previous findings have shown that novice designers tend to engage in external information driven design (Kruger & Cross, 2006) because they do not have the necessary prior experience in designing. When comparing the participants’ proposed design ideas, we could see how the participants copied their ideas from existing solutions. Figures 3-5 reveal the similarities between external pictorial information and the groups of participants’ proposed design ideas.
In Figures 3-5 the similarity between the participants’ final design ideas and the pictorial information on which their ideas were based, is illustrated. From an extended information processing view, it seems as if the pictures (see Appendix A) afforded the participants the information which they used to propose their design ideas. Although it might seem as if the participants just copied these ideas from pictures, extensive clarification and elaboration processes were evident in the protocols, but did not form part of the focus for this paper.

**Distribution of Cognitive Phases and Information Sources**

Hmelo-Silver, Chernobilsky and Jordan (2008) note that the frequencies of design actions provide only one view of learners’ design processes, but do not provide context or information on particular design actions. In order to examine how the different information sources related to the participants’ cognitive phases, we created three
CORDTRA (Chronologically-Ordered Representation of Discourse and Tool Related Activity) diagrams to represent each participating group’s design processes (see Figures 6-8).

In Figures 6-8, Group A and B had different patterns in the distribution of their problem structuring cognitive phases. While both Groups A and B primarily engaged in problem structuring at the beginning of their design
processes, Group C continuously engaged in problem structuring during their design process. All three groups engaged in problem-solving cognitive phases throughout their design processes.

When focusing on the design task and the cognitive phases, it seems as if the design task was instrumental in facilitating all three groups to engage in problem structuring at the beginning of the design process. It appears, however, that the design brief was not considered throughout the participants’ design processes, albeit for a few outliers. In advanced teaching methods for the Technology classroom, Petrina (2007) notes that the role of the design brief is to focus the efforts of learners on the design task, and is not a single-use document, i.e. the design brief should be used throughout the design process to ensure that the solutions that are generated and developed by designers actually fit the identified design problem. As such, it seems as if the participants only focused on the problem that they needed to address in the beginning of their design process without referring back to it during the middle or end of the design process. This finding confirms previous studies on Technology learners have evidenced how learners neglect to consider the problem they are addressing throughout their design process (Dixon & Johnson, 2012; Hill & Anning, 2001; Kimbell & Stables, 2008).

When considering the distribution of pictorial information during the design process, it seems that all three groups used pictures throughout the problem structuring and solving phases. Previous studies on novice designers have shown consistently that novice designers prefer to use pictorial information as sources of inspiration during designing (Cash & Gonçalves, 2017; Gonçalves et al., 2016; Gonçalves, Cardoso & Badke-Schaub, 2014). As seen in Figures 3-5, when providing the participants with pictorial information regarding existing solutions, the participants copied the ideas. However, providing pictures of existing solutions might have stifled the participants’ own creative behaviours (McLellan & Nicholl, 2011).

**DISCUSSION**

The first finding of this study indicated that the participants predominantly engaged in problem solving rather than problem structuring cognitive phases. This was expected since naïve designers do not have sufficient prior experience and knowledge to understand their design problem context or to recognise the complexity of the design issues to be addressed. Findings focusing on the early phases of designing indicate that the behaviour of Technology learners often differs from that of expert designers in terms of time spent on problem structuring and evaluation (Atman et al., 2007; Kelley et al., 2015; Mohedas et al., 2015).

Another finding revealed that the participants rarely accessed information from their memory to structure or solve their design problem. One reason for this could be the participants’ lack of information and exposure to the problem context of the design task. It is unlikely that the participants understood the problem context, because they had limited prior knowledge and experience with such mechanical design problems. Furthermore, prior research in a South African context shows that teachers do not attempt to contextualise textbook content for learners (Ramaligela, Gaigher & Hattingh, 2014), a fact which may lie at the basis of this finding. Although the participants were engaged in 10 weeks of instruction on mechanical systems and control, they struggled to transfer the knowledge and skills acquired in 10 weeks of instruction to the given design task. Extended information processing theory, then, allowed us to study how the participants compensated for their lack of internally stored knowledge and experience by using information from external information sources.

By relying on an extended information processing view on the data we found that pictorial information and sketches were the most consistently used. This made sense, because the pictures provided information about the design context and existing solutions. Furthermore, pictorial information may be the only way in which the participants from a low-resource school could have access to the context of the design problem and existing solutions. Unfortunately, there are limited empirical findings on the way in which naïve designers actually use pictorial information during the design process (Gonçalves et al., 2016; Gonçalves et al., 2014).

The participants’ use of sketches could potentially be explained by Dorst and Lawson’s (2009) levels of design expertise. While the participants used sketching extensively, their sketching was mainly based on understanding and copying from existing solutions which they perceived in pictorial information. Since the participants of this study did not have sufficient prior knowledge or experience in design contexts featuring mechanical systems, this behaviour was predictable. Future studies might gain insight into how naïve designers transform existing ideas from pictorial information into novel design solutions.

**IMPLICATIONS**

In this study, the participants tended to spend more time solving as opposed to structuring their design problem. Teachers might want to consider how to facilitate between problem structuring and problem solving, as is done by expert designers, when they see that learners do not have sufficient understanding of their design problem. By asking hinge-point questions (William, 2011) or engaging in Socratic questioning throughout the
design process, teachers can easily gauge whether learners understand fundamental design issues and concepts to be addressed during their PAT. Since naïve designers do not yet possess prior knowledge or experience to solve design problems on their own, it is necessary for teachers to facilitate ways of thinking and knowing mirroring expert designing.

If learners do not readily access and use information from their memory to structure or solve their design problem, it may mean that the content taught during enabling tasks, prior to the PAT, was not contextualised in a way that seems useful. Prior research findings that show that some South African teachers do not contextualise learning content for learners (Ramaligela et al., 2014), as well as the fact that expert designers predominantly rely on domain specific knowledge stored in their memory, indicate that teachers should model how previously learned concepts in enabling tasks are necessary for success in the PATs. Since the mechanical systems learning content prescribed by the Technology curriculum is devoid of context, and mainly based on physics, it remains the responsibility of the Technology teacher to contextualise learning content.

If learners are not able to access and use information located in their memory, they will search for information in the external environment. This was seen in this study in the participants’ predominant use of pictorial information and sketches to solve their design problems. Since naïve designers do not yet have the internally stored prior knowledge and experience, it is imperative that effective external sources of information are suggested, either by curriculum developers, textbook writers or teachers for use during learners’ PATs. However, simply providing examples of existing solutions enhances participants’ copying of ideas. Therefore, further research may show how advanced beginner, competent and proficient designers (Lawson & Dorst, 2009) interact with external information, and so enhance understanding of how novel ideas emerge.

CONCLUSION

The purpose of this paper was not to generalise its findings, but to identify the internal and external information sources that Grade 9 Technology learners from a low-resource school used during a mechanical systems and control design task. The Extended Information Processing Theory guided us to identify what internal and external information sources the participants in this case study used during problem structuring and problem solving. Describing each participating group’s design process from an extended information processing viewpoint allow opportunities for demonstrating how design thinking is a rational activity in which information sources are purposefully and intentionally used for designing. This implies that teachers can effectively support learners’ design processes by showing and manipulating existing information sources, or by reminding learners of prior knowledge to structure and solve their design problems. Finding empirical evidence regarding what information sources naïve designers use during design tasks might contribute to better facilitation of the design process in Technology classrooms. If we want Technology learners to develop higher-order design cognition, we should encourage current and future teachers to design and provide meaningful learning environments in which learners are exposed to various information sources during their design tasks. During learners’ design tasks, teachers should scaffold learners’ design processes by introducing or reminding learners of valuable information on which to base their design decisions. Failing to scaffold learners’ design processes with information sources might result in learning failures characterised by common and predictable design solutions due to a lack of critical thinking. As such, learners should be guided to make informed design decisions based on appropriate contextual, theoretical, and practical information in order to prevent superficial design solutions.
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APPENDIX A

The Design Task

Name: ___________________________   Participant: _________

Problem Statement

A timber company cuts down trees in a forest and uses trucks to transport the logs to a nearby sawmill. It takes very long for workers to manually load the logs onto a truck one by one. The company needs a machine that can pick up logs from the ground and transfer them onto a truck quickly and safely.

![Fig. 1: Workers carrying logs (Usano, 2015)](image1)

![Fig. 2: Workers loading logs unto trucks (Jose, 2011a)](image2)

![Fig. 3: Workers carrying logs (Jose, 2011b)](image3)

![Fig. 4: Loaded trucks with logs (Jose, 2011c)](image4)

Design task

*Design a model of a machine that can pick up logs from the ground and transfer them onto the transport truck. You only have to design the lifting machine, not the truck.*

Most machines consist of several mechanisms that are combined to do a task. Your model must consist of at least two sub-systems:

- One of the sub-systems must consist of one or more mechanism that give mechanical advantage, such as levers, linkages, wheels, cams, cranks, pulleys, gears, hydraulic or pneumatic systems.

- The other sub-system must control the movements of the machine. Safety requirements demand that a load must not fall when the effort is removed. If the lifting process is interrupted for some reason, gravity may cause the load to drop back again. This could damage the load or the mechanical system, or it may hurt people nearby. Your design must include a mechanical control system such as a cleat, or a ratchet and pawl, to prevent the reverse action and stop the movement.
**Instructions**

In this design task, you will be working in a group. You are required to design a machine that can load logs onto a truck. Throughout the design task you may use information from your memory, textbook, workbook and cell phone if you need it. You are also allowed to highlight, make notes and draw sketches on all the pictures and notes given to you.

1. Consider the environment in which the machine must function. Discuss the following questions: (15 minutes)
   - How will the environment in which the machine will operate affect its operation?
   - Will the machine always stay in the same position?
   - How high will it have to lift the logs?
   - How will you ensure that the machine will not topple over?
   - How will the machine make work quicker and faster?

2. Think about the movements your machine will need to perform. Which mechanisms can you use to? (20 Minutes)
   - Pick up and hold the logs
   - Lift the logs
   - Create different movement in different parts of the machine
   - Control the movements of the machine. Gravity may cause the load to drop back and be damaged. Consider how to incorporate a control mechanism in your machine to stop this from happening.
   - Move the machine around, if necessary

Make as many notes of your ideas by writing and drawing rough preliminary sketches with arrows and labels to describe movements.

*Fig. 5: Types of machines and movements (Johnstone et al., 2013)*

3. Suggest at least two possible designs that will be able to transfer logs from the ground onto a truck. (25 minutes)
<table>
<thead>
<tr>
<th>Fig. 6: Workers in the logging environment (SA Forestry Magazine, 2011a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fish 7: Team of workers for lifting logs onto trucks (SA Forestry Magazine, 2011b)</td>
</tr>
<tr>
<td>Fig. 8: Person packing and arranging logs on the truck (Logging on, 2009)</td>
</tr>
</tbody>
</table>
### Mechanisms

<table>
<thead>
<tr>
<th>Fig. 11: Levers (BBC, 2014)</th>
<th>Fig. 12: Linkages, wheel and axle and hydraulic system (Mason &amp; Croft, 2014)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Levers" /></td>
<td><img src="image2" alt="Linkages" /></td>
</tr>
<tr>
<td><strong>Fulcrum</strong></td>
<td><strong>99 1/2 INCH</strong></td>
</tr>
<tr>
<td><strong>Effort</strong></td>
<td><strong>68 INCH</strong></td>
</tr>
<tr>
<td><strong>Load</strong></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fig. 13: Pulley system (The Mighty Quill, 2014)</th>
<th>Fig. 14: Gear and crank system (Edwin Harrington, Son &amp; Co., 2010)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image3" alt="Pulley system" /></td>
<td><img src="image4" alt="Gear and crank system" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fig. 15: Ratchet and pawl (Automation components, 2012)</th>
<th>Fig. 16: Cleat (Blind technique, 2015)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image5" alt="Ratchet and pawl" /></td>
<td><img src="image6" alt="Cleat" /></td>
</tr>
</tbody>
</table>

**Existing solutions**

**Fig. 19: Simple winching system** (Mostacedo, 2010)
- Support cable
- Pulley
- Lifting cable attached to a powered winch
- Log-loading tongs

**Fig. 20: Hydraulic tongs** (Wang, LeDoux & Wang, 2005)
- Cylinder for lifting
- Cylinders for opening and closing tongs
- Sensors
- Tongs
- Logs