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Abstract 

This scoping study synthesizes recent developments in artificial intelligence in education (AIEd), 

addressing knowledge structures, research priorities, learning theories, ethical considerations, and 

impact evaluation. A bibliometric analysis of 31 review articles (2019-2023) indexed in Scopus 

(Social Sciences) was conducted using VOSviewer and complementary statistical methods. The 

corpus is concentrated in the United Kingdom, Hong Kong, China, Germany, the United States, 

and Taiwan, with Asian countries accounting for 48.4%. Multidisciplinary journals attract 4.4 times 

more citations than education-only outlets. Findings indicate a marked rise in AIEd research, 

primarily led by education-affiliated scholars, yet often lacking robust pedagogical grounding and 

systematic impact assessment. The prevalence of small samples, limited quantitative rigor, and 

inconsistent contextual reporting constrain generalizability and inference. To enhance educational 

relevance and fairness, the field should be anchored in pedagogical frameworks and advanced 

through collaborative efforts that build stronger theories, methods, and practices responsive to 

diverse educational needs. 

Keywords: artificial intelligence in education, artificial intelligence teaching and learning, 

pedagogy, cognition, impact evaluation 

 

INTRODUCTION 

Artificial intelligence in education (AIEd) is an 
emergent and interdisciplinary area and field of study 
that has seen an astonishing development in the last five 
decades (du Boulay, 2024). It sits at the intersection of 
education, computer science, artificial intelligence (AI), 
and cognitive science. AIEd can be considered both an 
area and a field of study.  

As an area, AIEd encompasses various technologies 
and methodologies that leverage AI techniques to 
enhance teaching and learning processes. This includes 
but is not limited to intelligent tutoring systems, 
adaptive learning and assessment platforms, 
educational data mining (EDM), natural language 
processing applications, and personalized learning 
systems.  

As a field of study, AIEd involves research, 
development, and implementation of AI technologies 
specifically tailored for educational purposes. Thus, 

researchers have been for years exploring ways to 
improve educational outcomes, optimize teaching 
methods, personalize learning experiences, and provide 
tailored support for learners through the application of 
AI techniques (du Boulay, 2024; du Boulay et al., 1981; 
Ishmuradova et al. 2025, Nikolopoulou, 2025, Quillian, 
1967; Self, 1974). AIEd mobilizes a multitude of people 
and organizations in society. For example, education 
institutions are trying to establish AI-based systems 
(Yang, 2019; Yufei et al., 2020), researchers want to tap 
into the endless technological possibilities of AI to 
develop the most effective AI educational models 
(Kasirye, 2022), and educators and students want to 
foster excellence and facilitate the teaching-learning-
assessment process through AI solutions (Almusaed et 
al., 2023; Dimitriadou & Lanitis, 2023; Gentile et al., 2023; 
Paaßen et al., 2022; Vázquez-Cano, 2021).  

The growing need for a better understanding of how 
AIEd has been researched, developed, and implemented 
was the main motivation for this article. Therefore, the 
authors envisioned starting by quickly mapping the key 
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concepts underlying the research theme, its main 
sources, and types of available evidence through the 
literature review method widely known as scoping 
review (Arksey & O’Malley, 2005; Levac et al., 2010; 
Pham et al., 2014). It is a valuable methodological 
approach when the research theme is complex or has not 
been comprehensively reviewed before (Pham et al., 
2014). A scoping review encompasses evidence from 
various research methodologies and may incorporate 
information from non-research outlets, providing 
answers to broader research questions compared, for 
example, to the typically more focused systematic 
review method (Peters et al., 2020). According to Arksey 
and O’Malley (2005, p. 22), “the method adopted for 
identifying literature in a scoping study needs to achieve 
in-depth and broad results. (…) the scoping study 
method is guided by a requirement to identify all 
relevant literature regardless of study design”. 

Since 2019, AIEd has been the subject of at least 31 
literature reviews (see Appendix D), addressing several 
specific topics and making use of various review designs 
or methods, including systematic review, meta-analysis, 
narrative review, research synthesis, etc. More than 60% 
of the scientific production on the topic occurred after 
2020, pointing to a sharp growth. To our knowledge, 
there hasn’t been any previous study looking at the 
content of systematic reviews in order to provide a 
holistic view of the AIEd field.  

Therefore, this study pursues two primary objectives: 

1. To examine the current representation of the AIEd 
field in recent review articles, focusing on their 
core research questions, reported limitations, and 
the contributions of the most influential authors 
over the past two decades. This includes analyses 
of co-authorship networks, the emergence of new 
contributors, geographic diversity, and the 
longitudinal evolution of thematic content.  

2. To identify and critically analyze the principal 
themes and topics addressed within these AIEd 
studies, with particular attention to the learning 
theories employed, authors’ primary concerns 
regarding AIEd implementation and strategies for 
mitigation, as well as the approaches and extent of 
impact evaluation. 

As justified above, it follows the five main stages 
(Arksey & O’Malley, 2005; Levac et al., 2010; Mak & 
Thomas, 2022) of a scoping study: identifying the 
research question; identifying relevant studies; study 

selection; charting the data; and collating, summarizing, 
and reporting the results. Thus, the remaining part of the 
paper is organized as follows: after a brief literature 
review on AIEd, the research questions are explicitly 
presented. Then, the methods are described. The results 
section is structured in accordance with the research 
questions. The paper also includes sections for 
conclusions, and study limitations. The corpus analyzed 
is provided in Appendix D, and its references are cited 
throughout the article. 

LITERATURE REVIEW 

The term “artificial intelligence” was coined by John 
McCarthy, Marvin Minsky, Nathaniel Rochester, and 
Claude Shannon in 1955 when the authors proposed to 
study AI for two months at Dartmouth College in 
Hanover, New Hampshire (McCarthy et al., 2006). AI 
was proposed as a field of study concerned with “the 
conjecture that every aspect of learning or any other 
feature of intelligence can in principle be so precisely 
described that a machine can be made to simulate it.” 
(McCarthy et al., 2006, p. 2).  

Early research focused on pioneer computer systems 
that were intended to help children learn (Robertson, 
1976) and it was thought that AI would have an 
important role through intelligent computer-assisted 
instruction systems, facilitating student-initiated 
learning, assisting with educational diagnosis and 
assessment (Jones, 1985), supporting distance education 
(Whitson, 1999) and special education (Moore et al., 
1985). Some early studies in the application of AIEd were 
presented at the Computer Assisted Learning and 
Artificial Intelligence and Education conferences held in 
1983 (Kaban, 2023), and in the 1983 and 1985 
International Conference on Artificial Intelligence and 
Education, held in Exeter, United Kingdom.  

AIEd Today 

Throughout its evolution, AI has transformed itself 
from a theoretical concept to a practical technology with 
widespread applications in various aspects of society. 
Today it is a broad and interdisciplinary field, 
encompassing various subfields that focus on different 
aspects of intelligence emulation and problem solving. 

There are numerous applications currently available 
such as colleague robots (cobots) in early childhood 
education, adaptive web-based systems, personalized 

Contribution to the literature 

• This article provides a comprehensive and integrative overview of recent developments in the field of 
AIEd by examining how the domain is currently represented in recent review studies.  

• It identifies and critically analyzes the main themes and research topics addressed. 

• It analyzes the learning theories underpinning the studies, the primary concerns raised by authors along 
with potential strategies to address them, and approaches to impact evaluation. 
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learning for mobile phones, learning analytics (LA), 
EDM, and interactive learning environments (Chen et 
al., 2020a).  

The work presented by Rienties et al. (2020) aimed to 
establish the boundaries between some subfields that 
have emerged from AIEd: computer-supported 
collaborative learning (CSCL) that explores how learners 
and teachers can work together online; EDM that 
explores the learning process when using big data; and 
LA that tries to understand the learning process and 
improve it. The authors highlight that many innovations 
across these subfields are confined to small-scale studies 
and have limited large-scale adoption. They argue for 
the necessity of all these subfields working together to 
advance the theoretical models of learning.  

The concern about the lack of new theoretical 
frameworks is also noted by Chen et al. (2020c). The 
authors present a systematic overview of AIEd research 
based on 45 highly cited studies published from 1999 to 
2016, demonstrating that most studies are related to the 
application of AI technologies in the contexts of online 
or web learning and few are about applying AI 
technologies in the physical classroom.  

Feng and Law (2021) reviewed 1,830 research papers 
from 2010 to 2019 to show that research on AIEd was 
mainly around two themes: intelligent tutoring systems 
and, since 2014, massive open online courses. They 
identified the following primary educational issues in 
AIEd research: online, game-based and collaborative 
learning, assessment, affect, engagement and learning 
design. The authors conclude that the nature of AIEd 
calls for interdisciplinary collaboration and training to 
advance.  

The importance of inviting educators and researchers 
to work together in the technological innovation process 
is also emphasized by Zhang and Aslan (2021), who 
present a review of AIEd papers published between 1993 
and 2020. 

Concerning the application of AI technologies in 
education, four key educational domains are explored 
by Chiu (2023) in a review of 92 articles published from 
2010 to 2021: learning, teaching, assessment, and 
administration. The authors bring up the topic of ethical 
issues in AIEd, highlighting the lack of AIEd research on 
socio-emotional aspects, and draw attention to the 
necessity of developing new methods to assess the 
effectiveness of AI systems. 

Worries about the possible effects of AIEd have also 
emerged, such as the possibility of AI replacing some 
roles in education or diminishing the teacher’s role 
(Humble & Mozelius, 2022; Wogu et al., 2018), or even 
the loss of meaningful teacher-student and student-
student interactions (Kamalov et al., 2023). Teachers and 
students also need time to adapt to new technologies, 
and many institutions lack financial resources for 
training, technology acquisition and upgrading, which 

could foster future inequalities (Kamalov et al., 2023; 
Pisica et al., 2023).  

There is also a strong debate on AI ethics, with 
concerns on personal data privacy and security, 
potential biases in algorithms, accountability towards 
the actions of algorithms, chatbots and robots (Kamalov 
et al., 2023; Pisica et al., 2023). AI’s psychological 
implications have been studied, since it could distort the 
valuable teacher-student relationship, hinder students’ 
interpersonal development, increase narcissistic 
psychological characteristics, addictive behaviors, 
intellectual laziness, unethical behavior such as 
plagiarism (Humble & Mozelius, 2022; Wogu et al., 
2018), cause physical harm such as eye problems or 
obesity (Humble & Mozelius, 2022) or diminish critical 
thinking abilities (Almusaed et al., 2023).  

The lack of critical reflection on the pedagogical and 
ethical implications, namely privacy concerns about 
implementing AI, is emphasized by Zawacki-Richter et 
al. (2019), who reviewed 146 papers about AI in higher 
education from 2007 to 2018 and provided an overview 
of AIEd applications in four main areas: intelligent 
tutoring systems, profiling and prediction, adaptive 
systems and personalization, and assessment and 
evaluation. The authors conclude that AI-based tools 
have the potential to support the entire student life cycle, 
but they claim that “educational technology is not (only) 
about technology–it is the pedagogical, ethical, social, 
cultural and economic dimensions of AIEd we should be 
concerned about” (Zawacki-Richter et al., 2019, p. 21).  

A quite different point of view is presented by du 
Boulay (2019) that defends that “pedagogy and 
cognition have been foci of AIEd for a long time as have 
issues of social and cultural context” (du Boulay, 2024, p. 
118). This author claims that it is important to 
distinguish between the market of AI tools for education 
and the academic research community (du Boulay, 
2024). The last one has been researching and producing 
results on areas such as learner modelling (Greene et al., 
2019; Rebolledo-Mendez et al., 2022) or pedagogic 
strategies (Aleven et al., 2023). Also, ethical and social 
issues have been addressed in several studies (Holmes & 
Porayska-Pomsta, 2023; Williamson et al., 2023). 

However, despite the use of AI to advance education, 
we have yet to fully take advantage of AIEd, since “the 
potential uses of AI in education have yet to be properly 
investigated and used” (Allam et al., 2023, p. 151), which 
calls for systematically integrating AI applications into 
school and university curricula (Huwer et al., 2025). 

AIEd Impact Evaluation 

Addressing the concerns of several authors (Boulay, 
2023; Brown, 2022; Perez-Felkner et al., 2024; Zawacki-
Richter et al., 2019), the impact evaluation of AIEd’s 
interventions, projects, or programs is essential to ensure 
that these initiatives produce valid, reliable, and 
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actionable evidence to inform decision-making and 
improve educational outcomes. Here, ‘evidence’ means 
the result of a scientific process. Thus, three main general 
objectives must be attained from an AIEd impact 
evaluation study. Firstly, changes in the outcome are 
attributable to that intervention, project, or program. 
Second, changes in the outcome have scientifically 
proven magnitude (e.g., Kraft, 2020); third, the sign of 
the changes indicates benefits in the outcome and that, 
therefore, a plan for a scalable intervention, project, or 
program can be the next step. 

Its complexity is related to multiple aspects 
dependent on roles of intervention domains, strategies, 
goals, outcomes, outputs, levels, and the length of time 
in determining their effectiveness (Munda et al., 2020; 
Kraft, 2020; Perez-Felkner et al., 2024). In a broad sense, 
the educational evaluation setting by ten dimensions 
(Brown, 2022; Nevo, 1983, 2006) refers to a 
comprehensive approach that takes into account a multi-
faceted view of educational quality and effectiveness, 
rather than focusing on a single aspect. For it to be 
considered, an impact evaluation plan would need to 
include minimum elements such as the goals and 
specific objectives related to measuring the effects of 
AIEd and the respective outcomes; the methodologies 
employed to assess these effects (e.g., experimental 
designs, control groups, and statistical analysis); data 
collection and analysis aimed at determining the impact 
of AI on educational outcomes. 

Our commitment to understanding the AIEd’s 
teaching-learning-assessment experiences in a holistic 
way prompted us to assess the quality of existing 
evidence on AIEd interventions by synthesizing the 
corpus and analyzing the outcomes of each study 
regarding the impact of the evaluation studies 
conducted. 

MATERIALS AND METHODS 

The research questions in this study are:  

RQ1. What is the broad picture of the AIEd field 
concerning disciplinary area, authors by 
disciplinary area, citation number, authors’ 
geographic origin, and core content? 

RQ2. What are the main topics covered in AIEd 
reviews? 

RQ2.1. Which learning theories are mobilized 
in AIEd? 

RQ2.2. What are the main worries about 
AIEd, and how can they be 
minimized/overcome? 

RQ2.3. How is the impact evaluation being 
conducted in AIEd? 

A bibliometric analysis aims to use quantitative 
methods to describe characteristics of publications (e.g., 
journal articles) and their publication patterns, to assess 

the current AIEd status and provide insight into its 
overall structure.  

The inexistence of representation of the term 
“artificial intelligence in education (AIEd)” in many 
thesauri, such as ERIC, the UNESCO Thesaurus or 
MeSH, made it more difficult to establish the correct 
term that should be used in databases to ensure precision 
in retrieving the relevant articles. Stracke et al. (2023) 
established some guidelines for a standardized protocol 
into AIEd, built on the PRISMA model, but the simplicity 
of the research string retrieved too many records that 
would be too difficult to analyze. However, the initial 
analysis of titles and abstracts pointed us to important 
terms that were being widely used (such as AIEd or 
artificial intelligence teaching and learning [AITL]). We 
also realized that the results retrieved a very small 
amount of medicine articles since “AIEd” also stands for 
“Autoimmune inner ear disease”, and “AITL” also 
stands for “acute insecticide toxicity loading”. Therefore, 
we had to exclude them.  

The search string constructed was the following: 

((TITLE-ABS-KEY (“AI in education” OR “AI 
teaching and learning” OR aitl OR “artificial intelligence 
in education” OR “artificial intelligence and education” 
OR aied OR “AI-Enhanced education” OR “AI Design 
Education”) AND NOT TITLE-ABS-KEY 
(“Autoimmune inner ear disease” OR “Acute insecticide 
toxicity loading”))  

The search limits established were: 

● Year range: from 2019 to 2023 

● Subject area: social sciences 

● Document type: article, review  

● Publication stage: final 

● Source type: journal 

● Language: English, Spanish, Portuguese, and 
French 

● Subject filter: Social sciences.  

We initiated with a broader search using b-on (a 
content aggregator portal for the Portuguese consortium 
of universities and research institutions available at 
https://www.b-on.pt) but realized that most results 
were on the Scopus database, so we decided to use only 
this database. In January 2024, a total of 234 results were 
obtained, and subsequently downloaded to an Excel 
database. Since many articles were classified by Scopus 
as reviews (a total of 31), we decided to focus this article 
on them. We hope to continue our analytical work on the 
topic dealing with the remaining 204 original papers.  

The PRISMA flow diagram (Page et al., 2021; Tricco 
et al., 2018) is as shown in Figure 1. 

RESULTS 

The findings and data analysis are organized in 
alignment with the research questions. In the 

https://www.b-on.pt/
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bibliometric analysis, we report a range of quantitative 
summary metrics, including the growth rate of the 
literature, distribution across source titles, article counts 
and averages by disciplinary area and country, citation 
statistics, cluster analyses of authors’ keywords, co-
occurrence patterns of all keywords, and the distribution 
of the corpus according to the primary aims or research 
questions. 

RQ1. What Is the Broad Picture of the AIEd Field 
Concerning Disciplinary Area, Authors by 
Disciplinary Area, Citation Number, Authors’ 
Geographic Origin, and Core Content? 

The knowledge synthesis represented by the 31 
review articles include mostly systematic reviews, and 
articles mainly published in English (only one article is 
in French). Other methods of synthesis in use are meta-
analysis, critical reviews, bibliometric and mapping 
analysis.  

In Figure 2 we can see the distributions by year of 
publication. Over the last five years (from 2019 to 2023), 
the number of review articles on AIEd published in 
Scopus indexed journals has increased by 650%. The 
sharp increase occurs in the post-pandemic years. 
Considering 2021 as the base year, the growth rate is 
267% in 2022 and 433% in 2023. The same is to say that 
the growth rate is increasing. 

Table 1 presents the Scopus category of source titles. 
We can see that the review articles on AIEd were 
published in 19 different source titles, 18 (94.7%) of them 
classified in social sciences/education, with 42% in 
education only (e.g., British Journal of Educational 
Technology, Cogent Education, and International 
Journal of STEM Education). Two source titles 
(Computers & Education and Frontiers in Education) 
account for the 32% of the published reviews under 
analysis. 

Table 2 indicates the average number of authors per 
article and their disciplinary area (based on the 1st 
author affiliation), and we can conclude that the main 
area is education (67.7%). 

Table 3 presents the number of articles, their number 
and percentage of citations over time. Half of the 
citations refer to the article titled ‘Systematic review of 
research on AI applications in higher education–where 
are the educators?’ (Zawacki-Richter et al., 2019), whose 
keywords are “artificial intelligence, higher education, 
machine learning, intelligent tutoring systems, 
systematic review” (p. 1). This article reviews 

 
Figure 1. PRISMA flow diagram (Source: Authors’ own 
elaboration) 

 
Figure 2. Cumulative distribution over time (Source: 
Authors’ own elaboration) 

Table 1. Scopus category for journals 

Scopus category Counts (n) Percentage (%) 

Only education 8 42.1 
Education and others 10 52.6 
Other than education 1 5.3 
Total 19 100 

 

Table 2. Number of authors (average) and disciplinary area 

Disciplinary area 
Average number 

of authors 
Count (%) 

Education 2.76 21 (67.7) 
Computer science 2.75 4 (12.9) 
Bibliometrics 1.00 1 (3.2) 
Other 3.80 5 (16.1) 
Total 2.87 31 (100) 

 

Table 3. Articles, their number, and percentage of citations 
over time 

Year Count articles 
Citations 

Sum Percentage (%) 

2019 2 671 51.4 

2020 5 334 25.6 

2021 3 82 6.3 

2022 8 126 9.6 

2023 13 93 7.1 

Total 31 1,306 100 
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publications between 2007 and 2018 to provide an 
overview of AI applications in higher education. 

Articles published in journals classified in education 
and other categories are cited, on average, 44.8 times; 
articles published in journals classified solely in 
education are cited, on average, 10.6 times. The same is 
to say that, on average, articles published in journals 
classified in education and other categories are cited 4.4 
times more than articles published in journals classified 
solely in education. 

The distribution of articles per geographical origin of 
their first author is presented in Table 4. Articles from 
the United Kingdom, Hong Kong, China, Germany, 
United States, and Taiwan account by 77% of the corpus. 
The share from Asian countries (China, Hong Kong, and 
Taiwan) is 48.4%. 

In Figure 3 we verify that the co-occurrence with 
author keywords as the unit of analysis shows that out 
of 104 author keywords, 15 have at least 2 occurrences, 
grouped into five clusters. Cluster 1 (in red) includes the 
keywords: AI, AIEd, higher education, machine 
learning, systematic review. Cluster 2 (in green) 
comprises the keywords AIEd, EDM, STEM education. 
Cluster 3 (in blue) contains AI, AI in education. Cluster 

4 (in yellow) includes ChatGPT and education. Cluster 5 
(in lilac) includes learning and teaching. 

The co-occurrence analysis with all keywords shows 
that they are 121, but only 6 of them meet the threshold 
of 5 as minimum number of occurrences, and 16 meet the 
threshold of 2. Figure 4 presents the occurrences map 
based on the total link strength, with the largest set of 
connected items consisting of 116 items. The keywords 
are fundamentally from the area of education, such as 
“collaborative learning” “higher education”, “teaching”, 
“learning”, “didactics”, “hybrid education”. The 
keywords for the area of computer science are, for 
example, “computation theory” and “ChatGPT”.  

As example, the partial network centered BrE on 
“learning” keyword is presented in Figure 5. The 
network that comes associated encompasses the terms 
“teaching”, “learning”, “assessment”, “education”, 
“artificial intelligence” and “artificial intelligence in 
edu”.  

RQ2. What Are the Main Topics Covered in AIEd 
Reviews? 

Taking into consideration the research corpus, we 
found it important to compile the reviews’ research 
questions or aims displayed in full in Appendix A. Some 
articles did not present clear research questions, only 
“aims” (14 articles), which diminished the possibility for 
comparison. The remaining articles presented an 
average of 3 research questions per paper. Further 
exploration revealed that most research questions/aims 
are about AI applications and technologies in the 
educational context, followed by bibliometric analysis, 
as shown in Table 5. It is also possible to conclude that 
such a relatively small corpus contains a multitude of 

Table 4. Geographical origin of papers 

Country Documents count (%) 

United Kingdom 4 (12.9) 
Hong Kong 4 (12.9) 
China 9 (29.0) 
Germany 2 (6.4) 
United States 3 (9.7) 
Taiwan 2 (6,4) 
Other 7 (22.6) 
Total 31 (100) 

 

 
Figure 3. Author keywords (≥ two occurrences) network file 
(Source: Authors’ own elaboration) 

 
Figure 4. Network visualization of authors’ keywords 
occurrence clusters (Source: Authors’ own elaboration) 
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research questions and different subjects, which 
reiterates not only that AIEd is a multidisciplinary field, 
but also that it is being currently studied from numerous 
perspectives. Eleven reviews showed some emphasis 
about learning theories, and, therefore, a specific study 
was conducted and presented in RQ2.1.  

We also considered it would be important to study 
the limitations presented by the authors of the articles. 
In the first analysis, we concluded that 19 articles had a 
clear “Limitations” section; 8 articles had the limitations 
written throughout the study (sometimes in the 
methodology section, others within the conclusions); 5 
articles did not present any limitations (Dimitriadou & 

 
Figure 5. Network visualization of occurrences centered on “learning” (Source: Authors’ own elaboration) 

 
Table 5. Summary of the content of the research questions and aims 

Specific content of research questions/aims Number of research questions/aims 

AI applications and technologies in education context 33 
Bibliometric analysis of a given subject 13 
Learning theories and AI 11 
Use of AI to increase student’s engagement/skills 3 
Teaching AI 3 
Other 2 
Implications of current research on future research 1 
Parental engagement 1 
Risks Implementing AI 1 
Connection of AI to other research fields 1 
History of AI 1 
AIEd grants 1 
Public policies implementing AI in education 1 

 



Gabriel et al. / A scoping study of reviews on artificial intelligence in education 

 

8 / 20 

Lanitis, 2023; Gentile et al., 2023; Vázquez-Cano, 2021; 
Yang, 2019). 

From the analysis undertaken, we concluded that 
there are two major limitation types in the review 
studies: methodological limitations and content 
limitations. The methodological limitations presented by 
the authors take into consideration various aspects of the 
search pattern and strategy. In Table 6 authors present 
difficulties with the keywords chosen for the search 
queries, which indicate that the field is not yet fully 
established; limitations in the databases, types of 
documents, and selected languages used to retrieve 
information. 

The content limitations presented in the reviews refer 
to constraints regarding the literature/studies, and a 
considerable number of authors refer to the inexistence 
of appropriate studies for AIEd, which constitutes an 
indicator that further research is necessary in this field. 
Other limitations reported were concerned with the lack 

of literature on specific topics, the lack of novel 
educational theories or theoretical frameworks, the lack 
of concrete empirical evidence, literature that only 
covers the latest developments or that do not yet cover 
the latest developments, among other limitations, as 
presented in Table 7.  

An analysis of the time frame of each corpus studied 
in each review was compiled in Appendix B. There were 
two important groups: the first group includes a corpus 
beginning in the 20th century (the oldest one starting 
from 1917 onwards) and ending in the 21st century (the 
more recent ones go up to 2022), and it is clear that a lot 
of focus is given in presenting the history of AIEd; the 
second group focuses only on the 21st century, with eight 
articles having recent coverage, generally starting from 
(or right after) 2010, and two articles only cover one very 
recent AI technology–ChatGPT–from 2022 to 2023. There 
were also 5 reviews that did not present any information 
about the covered years, which limited the comparison. 

Table 6. Methodological limitations identified 

Methodological limitations Articles 

The keywords/nomenclature chosen for the search 
queries 

Chiu et al. (2023), Giannakos and Cukurova (2023), Tan et al. 
(2022), Xu and Ouyang (2022), & Zhang and Aslan (2021) 

Lack of a specific search query Paaßen et al. (2022) 
The databases used to retrieve information Dai and Ke (2022), Nti et al. (2023), Pradana et al. (2023), Qian et al. 

(2023), Tan et al. (2022), Zawacki-Richter et al. (2019), & Zhang and 
Aslan (2021) 

The typology of documents that has been established Almusaed et al. (2023), Chen et al. (2020c), Chiu et al. (2023), 
Reindl (2021), Tan et al. (2022), Xu and Ouyang (2022), Zawacki-
Richter et al. (2019), & Zhang and Aslan (2021) 

The selected languages Nti et al. (2023), Pradana et al. (2023), Qian et al. (2023), & 
Zawacki-Richter et al. (2019) 

The restriction to specific subfields Ahmad et al. (2022), Forestier (2020), Imran and Almusharraf 
(2023), Kent et al. (2022), Nti et al. (2023), Qian et al. (2023), Reindl 
(2021), Vázquez-Cano (2021), Xu and Ouyang (2022), Yu and Guo 
(2023), & Zheng et al. (2023) 

The risk of bias identified Dai and Ke (2022) & Giannakos and Cukurova (2023) 
 

Table 7. Content limitations identified 

Content limitations Articles 

The lack of literature/studies on a specific topic Heeg and Avraamidou (2023), Nti et al. (2023), & Zawacki-Richter 
et al. (2019) 

The existence of very few appropriate studies Heeg and Avraamidou (2023), Rienties et al. (2020), Vázquez-Cano 
(2021), Yufei et al. (2020), Zawacki-Richter et al. (2019), & Zheng et 
al. (2023) 

The literature/studies found that do not yet cover  
the latest developments in the field/subfield 

Imran and Almusharraf (2023) 

The literature/studies found only cover the latest 
developments in the field/subfield 

Almusaed et al. (2023) & Yu and Guo (2023) 

The literature/studies that were found lack concrete 
empirical evidence 

Heeg and Avraamidou (2023) and Yue et al. (2022) 

The literature/studies are too generalized Chiu et al. (2023) 
The literature/studies are too specific of a study area 
or social context 

Chen et al. (2020c) 

Lack of theoretical definition of crucial subject terms Tan et al. (2022) 
Lack of novel educational theories or theoretical 
frameworks 

Chen et al. (2020b, 2020c) 
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RQ2.1. Which learning theories are used in AIEd? 

An important issue raised when analyzing the corpus 
was the learning theories used. Therefore, we selected 
the eleven articles (see Table 6) that specifically had 
research questions about these pedagogical theories. 
However, only 3 of these referred to specific theories 
(Chen et al., 2020c; Giannakos & Cukurova, 2023; Yue et 
al., 2022).  

Chen et al. (2020c) found six theories proposed by the 
influential AIEd studies (learning styles, situated 
learning, bi-directional theory, collaborative learning, 
personalized learning, and adaptive learning theory), 
and only one proposed theoretical framework (called 
“theory of movement-pattern perception with the basis 
of the bi-directional theory personalization”). Chen et al. 
(2020c) concluded that “educational theories have not 
been commonly adopted within the influential studies 
…” (p. 15). 

Yue et al. (2022) separated learning theories 
(behaviorism, cognitivism, [social] constructivism, 
constructionism) from pedagogical approaches (direct 
instruction, hands-on activity only, interactive learning, 
collaborative learning, inquiry-based learning, 
participatory learning, game-based learning, project-
based learning, design-oriented learning). Yue et al. 
(2022) concluded that K12 AI education “rely on a broad 
range of pedagogical approaches owing to their 
interdisciplinary nature” (p. 19).  

Only Giannakos and Cukurova (2023) provided a 
deeper theoretical basis for multimodal learning 
analytics (MMLA), separating three different types of 
theories: theories that focus on cognitive aspects of 
learning (e.g., Piaget and Bruner); theories that focus on 
affective aspects of learning (e.g., Moreno and 
Csikszentmihalvi); theories that focus on the social 
aspects of leaning (e.g., Vygotsky and Moll). In the 
papers selected for review, the authors also attributed 
four roles to these learning theories: descriptive role; 
application role; analysis role; synthesis role. However, 
they concluded that there wasn’t much focus on learning 
theories in the selected papers and suggest the MMLA 
community should “recognize the importance of 
engaging with learning theory in a mutually beneficial 
manner, to facilitate a more comprehensive 
understanding of the learning process and use (or even 
develop) a scientifically acceptable frame to rationalize 
observations coming from MMLA research and explain 
learning phenomena” (Giannakos & Cukurova, 2023, p. 
1261). 

RQ2.2. What are the main worries about AIEd, and 
how can they be minimized/overcome? 

We found many benefits and disadvantages of 
several AIEd technologies, as well as suggestions 
regarding the means to address the disadvantages. The 
positive aspects were extensive and diverse, and aiming 

at a plethora of digital resources, making data collection, 
analysis and process very difficult and painstaking. We 
also believe the over-emphasized positive aspects are 
due to general enthusiasm with the novelty of some 
recent technologies, and the eagerness to promote their 
use.  

Therefore, an option was taken to collect data only on 
the disadvantages of AI technologies applied to 
education, as well as many considerations regarding the 
means to minimize or overcome them, since they could 
provide important insights into further research in 
specific AIEd subjects and technologies. 

Our initial analysis revealed that: 

• 24 articles mention disadvantages and point out 
solutions (Chen et al., 2020c; Chiu et al., 2023; Dai 
& Ke, 2022; Dimitriadou & Lanitis, 2023; Gentile et 
al., 2023; Giannakos & Cukurova, 2023; Heeg & 
Avraamidou, 2023; Kent et al., 2022; Paaßen et al., 
2022; Pradana et al., 2023; Qian et al., 2023; Reindl, 
2021; Rienties et al., 2020; Salas-Pilco & Yang, 
2022; Tan et al., 2022; Vázquez-Cano, 2021; Xu & 
Ouyang, 2022; Yu & Guo, 2023; Yue et al., 2022; 
Yufei et al., 2020; Zawacki-Richter et al., 2019; 
Zhang & Aslan, 2021; Zheng et al., 2023). 

• 3 articles mention disadvantages but do not offer 
solutions (Almusaed et al., 2023; Forestier, 2020; 
Imran & Almusharraf, 2023). 

• 4 articles do not refer to any disadvantages 
(Ahmad et al., 2022; Chen et al., 2020b; Ouyang et 
al., 2023; Yang, 2019). 

Data collection and analysis provided an insight into 
four theme clusters raised by the largest number of 
articles: general problems concerning AIEd (11 articles); 
problems with AIEd research & methodology (10 
articles); problems faced by teachers (8 articles), and AI 
ethics (7 articles). A detailed list is provided in Appendix 

C.  

Regarding the first cluster, authors indicate 
difficulties integrating AI in education, namely network 
infrastructure deficiencies, device and software 
unreliability, financial barriers both in school and in 
students’ homes, generalized lack of digital literacy, and 
the need to develop AI teaching materials together with 
a unified curriculum standard in order to facilitate 
teaching and learning. Also, some studies refer to the 
unclear impact of AI on education, and the possible 
alienation in teaching spaces. To overcome these 
problems, authors suggest integrating the technologies 
with the learning content and pedagogical approaches; 
engaging teachers, students, and educational 
researchers; fostering partnership between schools and 
families; engaging system designers and human 
stakeholders; developing advanced and innovative 
algorithms to maximize learning performance and 
emulate human skills such as teamwork and social skills.  
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There are also plenty of challenges regarding AIEd 
research and methodology, namely the fact that many 
studies lack quantitative assessment, do not have 
appropriate sample sizes, do not clearly present the 
learning domains, the types of organization, and other 
important context information. It was also noted that 
there was a generalized lack of critical reflection on the 
risks of implementing AI technologies, together with the 
lack of analysis of the pedagogical and ethical 
implications. Frequently, research is scarce in specific 
contexts (e.g., emotion AI; integration of AIEd with 
CSCL, EDM and LA; intersection of AI, education, and 
creativity) and, overall, AIEd research is still scattered 
and not organized. To overcome these problems, authors 
suggested the need for further research in a multitude of 
specific contexts, as well as the need for interdisciplinary 
research. Furthermore, the field of study needs to have 
deeper theoretical and methodological foundations (e.g., 
explicit theories that underpin empirical studies; 
development of quantitative and qualitative assessment 
methods; establishment of the types of data that should 
be used in AI models). 

Cluster three focuses on the challenges faced 
specifically by teachers. Authors often refer to low levels 
of digital skills, difficulties keeping pace with ever-
evolving technologies, and insufficient training about AI 
technologies. Teachers often feel unable to teach 
students how to use AI technologies effectively and 
frequently face problems with equipment. Authors refer 
that these challenges can be minimized by empowering 
the teacher’s role in our society, by designing and 
implementing innovative teaching methods that could 
foster students’ 21st century skills, by providing ongoing 
professional training, and fostering teachers’ 
collaboration with AI developers.  

Cluster four presents important insights into a 
generalized lack of critical awareness of AI ethics. 
Furthermore, there is insufficient research on this 
subject, and the studies that address AI ethics lack 
critical reflection on the risks of implementing AI, and 
on the pedagogical implications. This can only be 
overcome with extensive further research. 

RQ2.3. How is the impact evaluation being conducted 
in AIEd?  

Three out of the 31 review articles searched for works 
that examine the effects of using AI in education (Heeg 
& Avraamidou, 2023; Xu & Ouyang, 2022; Zheng et al., 
2023). By comparing the corpus of these three studies, it 
can be observed that they share two or fewer papers, 
indicating that they are distinct studies that will be 
analyzed next. 

The study conducted by Heeg and Avraamidou 
(2023) reviews 22 articles published between 2010 and 
2021 with the goal of evaluating, among other factors, 
the impact of AI applications on science education in 

schools. The paper demonstrates that the impact on 
students’ learning achievements, scientific 
argumentation skills, or learning experiences, as 
identified in 17 studies, was mainly assessed using 
quantitative methods involving pre- and post-tests. 
Seven studies used mixed methods that, besides pre- and 
post-tests, incorporated interviews, surveys, or 
questionnaires. Only one study is purely qualitative, 
based on interviews, surveys, and observations. Two of 
the studies were classified as experimental, two as quasi-
experimental, and the remaining were observational.  

Regarding the sample size used in the studies, six 
studies had a sample size smaller than 50, eight studies 
had a sample size between 50 and 300, and three studies 
had a sample size greater than 300. The AI applications 
under study were essentially the following: intelligent 
tutoring systems, adaptive learning systems, and 
automatic assessment & feedback tools. Besides the 
study of the impact on learning achievements, seven 
papers also discussed the impact of AI applications on 
science teaching. However, the studies only presented 
design concepts and did not evaluate actual teaching 
practices by educators. A potential positive impact is 
mainly reported in time-consuming tasks, such as 
learning assessment through automated tools, or the use 
of predictive models to identify students who require 
additional assistance. 

The authors’ conclusion is that while most of the 
studies reveal a positive impact of AI applications, in the 
reviewed corpus there is not sufficient concrete 
empirical evidence to support claims about the impact of 
AI in science education. “The majority of the studies 
reviewed have used quantitative methods that lack 
depth and attention at the microlevel aspects of 
learning” (Heeg & Avraamidou, 2023, p. 145). 

The research outlined in Xu and Ouyang (2022) 
scrutinizes 24 papers spanning from 2011 to 2021, with 
the aim of addressing the research question, “What are 
the effects of AI in STEM education?” The investigation 
delved into various facets such as learning performance, 
affective perception, and high-order thinking. Among 
the 22 papers discussing the impact on students’ 
learning performance, only two studies found no 
significant effect when employing AI technologies. 
Conversely, the remaining papers unanimously 
reported a noteworthy positive impact. The emotional 
perception impact was examined in 17 studies, 
indicating that most of the majority of students showed 
positive attitudes towards the utilization of AI. The 
impact of AI on students’ higher-order thinking skills 
was reported in seven papers and it was also found to be 
positive. The authors call attention to the fact that, “since 
AI-STEM is a highly technology-dependent field, some 
studies might highlight the technology rather than the 
educational context” (Xu & Ouyang, 2022, p. 16). 
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The final work examines the impact of AI on learning 
achievement and perception by calculating its effect size 
(Zheng et al., 2023). Effect size quantifies the magnitude 
of the relationship between variables or the difference 
between groups, and its value is influenced by the 
number of moderating variables included in the model. 
This raises the question of whether such relationships 
are truly comparable, making the quantification of 
heterogeneity essential. All studies included in this work 
meet the following criteria: they are experimental or 
quasi-experimental, include both an experimental and a 
control group, and report learning achievements for 
both groups to enable effect size calculation. Thirteen 
moderator variables were considered: educational level, 
sample size, learning domains, learning methods, 
research design, research design, research settings, 
intervention duration, types of organization, role of AI, 
areas of AI applications, AI software, AI hardware, and 
AI technologies. 

The results indicate that the overall effect size of 
using AI for learning achievement is high, although the 
heterogeneity test revealed that this effect size is not 
uniform. In contrast, the overall effect size for students’ 
learning perception is small and similarly 
heterogeneous. Furthermore, the effect size for each 
moderator variable related to learning achievement was 
calculated. The authors conclude: “Researchers who 
seek to use AI to improve learning achievement and 
perception should consider an appropriate sample size, 
learning domains, types of organization, and AI 
software and hardware” (Zheng et al., 2023, p. 5661). 

Analyzing the results presented in detail, we can note 
the following: the variability among the effect size of the 
24 studies is high. This evidence suggests that studies 
may be measuring different incomparable phenomena 
or that there are methodological differences between 
studies that may make their results not comparable. The 
number of studies is limited, especially for comparisons 
between groups defined by moderate variables. 
Moreover, each study’s sample size is mostly less than 
300 cases (in 96% of the studies), implying that the 
respective population representativeness could be 
compromised. This is a major concern in terms of the 
inferential potential of the study’s findings, and 
successful generalization of AIEd methodology. 

LIMITATIONS AND FUTURE RESEARCH 

The results presented above may be affected by the 
methodological design of this study, namely the fact that 
we deliberately chose a corpus indexed in the Scopus 
database, wanting to investigate the social sciences 
subject area. Additionally, we only took into 
consideration the articles classified as “review” in 
Scopus. While developing this scoping study, we 
detected that from the initial selected papers, some 
reviews in nature were not classified as such, and 

therefore, not included in our analysis (Cox, 2021; Feng 
& Law, 2021).  

This scoping study identified several opportunities 
for future research as AIEd undergoes significant 
advances. Suggested directions include:  

(1) conducting mixed-method analyses of original 
articles,  

(2) expanding the corpus by exploring other 
databases, especially in engineering and 
computer science,  

(3) investigating public policies on AIEd 
implementation across countries,  

(4) examining AIEd’s impact on teachers’ 
professional development and students’ learning 
in relation to learning theories,  

(5) deepening contextual studies on participants, 
institutions, technologies, and cultural factors, 
and  

(6) exploring the relationship between the COVID-19 
pandemic and AI development. 

Future AIEd research should strengthen theoretical 
foundations by integrating robust pedagogical 
frameworks, enhance methodological rigor with larger 
samples and standardized methods, and expand 
interdisciplinary collaboration. Ethical concerns like 
data privacy and responsible AI deployment require 
increased focus, alongside broadening geographic 
diversity to ensure culturally sensitive, inclusive 
development.  

CONCLUSIONS 

This review summarizes how the AIEd field has been 
developed to identify trends related to the main themes 
and subjects addressed. Our analysis of 31 review 
articles shows a remarkable 650% increase in the 
publication of review articles on the topic, mainly from 
2020 onwards, mostly developed by researchers whose 
main disciplinary area is education. 

Our results suggest that the systematic review 
method is the one more frequently chosen, that 94.7% of 
source titles are classified by Scopus in education and, 
on average, the number of authors per paper is less than 
three. Regarding citation statistics, on average, papers 
published in journals classified simultaneously in 
education and in other categories are cited 4.4 more 
times than articles published in journals classified solely 
in education. The geographic origin of papers as 
assessed by their first author affiliation is mostly from 
China and the share of Asian countries (China, Hong 
Kong, and Taiwan) is 48.4% of the corpus. Moreover, six 
countries account for 77% of the corpus. 

The multidisciplinary/interdisciplinary essence of 
the AIEd field was clear in the numerous authors’ 
keywords, the majority of which being fundamentally 
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from the area of education. In addition, the content 
analysis of the research questions and/or aims suggests 
that the topics more frequently addressed are related to 
AI applications and technologies in educational 
contexts, bibliometric analysis of a given subject, and 
learning theories and AI. Thus, the exploration of the 
content of all research questions or topics led to the 
conclusion that although the majority were about AI 
applications and technologies, there were numerous 
others about diverse subjects such as the teacher’s role, 
the use of AI to increase student’s engagement or skills, 
concerns about AI implications and consequences, 
learning theories about AI, among many others.  

The study of the methodological and content 
limitations of the reviews led us to conclude that there is 
still a profound lack of literature on AIEd. Our research 
also selected eleven articles that specifically had research 
questions about pedagogical theories, but we realized 
that only three referred to specific theories. This 
highlights a generalized lack of studies on the learning 
theories that should form the foundation for AIEd 
implementation. 

 The analysis of the worries about AI technologies in 
education presented an excellent opportunity for 
researchers to improve AIEd research & methodology, 
and to develop specific research on topics such as the 
impact of AIEd on teaching practices and AIEd ethics. 

The impact evaluation of AIEd interventions, 
projects, or programs revealed several methodological 
frailties. These include a very small number of articles 
analysed, insufficient empirical evidence to support 
claims about the impact of AI, an emphasis on 
technology rather than the educational context in AI-
STEM studies, and studies that may be measuring 
different, incomparable phenomena or have 
methodological differences that make their results not 
comparable.  

Overall, AI has the potential to enhance teaching and 
learning experiences, promote individualized 
instruction, improve educational outcomes, and increase 
accessibility and inclusion in education. However, it is 
important to address ethical considerations, data privacy 
concerns, and ensure that AI technologies are deployed 
responsibly and ethically in educational settings. 

The findings of this review provide valuable insights 
for both policymakers and educators. The sharp increase 
in AIEd-related research, particularly since 2020, 
underscores the need for strategic policy initiatives to 
support evidence-based adoption of AI in education, 
with clear ethical guidelines and data privacy 
regulations. The geographic concentration of studies, 
predominantly from Asia, suggests that global policy 
efforts could help reduce disparities in AIEd research 
and foster international collaboration. For educators, the 
results highlight the importance of integrating AI tools 
within solid pedagogical frameworks, as the current 

literature reveals a significant lack of grounding in 
learning theories. Educators can leverage AI’s potential 
for individualized instruction, engagement, and 
inclusion, but must remain critical of tools that prioritize 
technology over educational context. Overall, this study 
encourages stakeholders to promote responsible and 
theory-informed AIEd practices that enhance both 
teaching and learning. 

Author contributions: GG & MEF: conceptualization; GG, MEF, 
& PP: study design, data curation, formal analysis, writing – 
original draft, writing – review & editing. All authors reviewed 
and approved the final manuscript, and agreed with the results 
and conclusions.  

Funding: This work was funded by national funds through FCT- 
Fundação para a Ciência e a Tecnologia, I.P., in the framework of 
the project UID/06522/2023: ISEG Research 
(https://www.iseg.ulisboa.pt/en/research/); P.P.: This work is 
funded by FCT/MECI through national funds and when 
applicable co-funded EU funds under UID/50008: Instituto de 
Telecomunicações (https://www.it.pt/). The funders had no role 
in study design, data collection and analysis, decision to publish, 
or preparation of the manuscript. There was no additional external 
funding received for this study. 

Acknowledgements: The authors would like to thank Professor 
Luis Nunes (Bristol School, Covilhã) for his English linguistic 
support. 

Ethical statement: The authors stated that the study does not 
require any ethical approval. It is a review of existing literature. 

AI statement: The authors stated that no generative AI or AI-based 
tools were used in the preparation of this manuscript. 

Declaration of interest: No conflict of interest is declared by the 
authors. 

Data sharing statement: Data supporting the findings and 
conclusions are available upon request from the corresponding 
author. 

REFERENCES 

Aleven, V., Mavrikis, M., McLaren, B. M., Nguyen, H. A., 
Olse, J. K., & Rummel, N. (2023). Six instructional 
approaches supported in AIEd systems. In B. du 
Boulay, A. Mitrovic, & K. Yacef (Eds.), Handbook of 
artificial intelligence in education (pp. 184-228). 
Edward Elgar Publishing Ltd. https://doi.org/10. 
4337/9781800375413  

Allam, H., Dempere, J., Akre, V., Parakash, D., Mazher, 
N., & Ahamed, J. (2023). Artificial intelligence in 
education: An argument of ChatGPT use in 
education. In Proceedings of the 9th International 
Conference on Information Technology Trends (pp. 151-
156). IEEE. https://doi.org/10.1109/ITT59889. 
2023.10184267  

Arksey, H., & O’Malley, L. (2005). Scoping studies: 
Towards a methodological framework. 
International Journal of Social Research Methodology: 
Theory and Practice, 8(1), 19-32. https://doi.org/10. 
1080/1364557032000119616  

Brown, G. T. L. (2022). The past, present and future of 
educational assessment: A transdisciplinary 
perspective. Frontiers in Education, 7. 
https://doi.org/10.3389/feduc.2022.1060633  

https://www.iseg.ulisboa.pt/en/research/
https://www.it.pt/
https://doi.org/10.4337/9781800375413
https://doi.org/10.4337/9781800375413
https://doi.org/10.1109/ITT59889.2023.10184267
https://doi.org/10.1109/ITT59889.2023.10184267
https://doi.org/10.1080/1364557032000119616
https://doi.org/10.1080/1364557032000119616
https://doi.org/10.3389/feduc.2022.1060633


EURASIA J Math Sci Tech Ed, 2025, 21(11), em2731 

13 / 20 

Chen, L., Chen, P., & Lin, Z. (2020a). Artificial 
intelligence in education: A review. IEEE Access, 8, 
75264-75278. https://doi.org/10.1109/ACCESS. 
2020.2988510  

Cox, A. M. (2021). Exploring the impact of artificial 
intelligence and robots on higher education 
through literature-based design fictions. 
International Journal of Educational Technology in 
Higher Education, 18, Article 3. https://doi.org/10. 
1186/s41239-020-00237-8  

du Boulay, B. (2019). Escape from the Skinner box: The 
case for contemporary intelligent learning 
environments. British Journal of Educational 
Technology, 50(6), 2902-2919. https://doi.org/10. 
1111/BJET.12860  

du Boulay, B. (2024). Pedagogy, cognition, human rights, 
and social justice. International Journal of Artificial 
Intelligence in Education, 34(1), 116-121. 
https://doi.org/10.1007/s40593-023-00355-0  

du Boulay, B., O’Shea, T., & Monk, J. (1981). The black 
box inside the glass box: Presenting computing 
concepts to novices. International Journal of Man-
Machine Studies, 14(3), 237-249. https://doi.org/10. 
1016/S0020-7373(81)80056-9  

Feng, S., & Law, N. (2021). Mapping artificial intelligence 
in education research: A network-based keyword 
analysis. International Journal of Artificial Intelligence 
in Education, 31(2), 277-303. https://doi.org/10. 
1007/s40593-021-00244-4  

Greene, J. A., Plumley, R. D., Urban, C. J., Bernacki, M. 
L., Gates, K. M., Hogan, K. A., Demetriou, C., & 
Panter, A. T. (2019). Modeling temporal self-
regulatory processing in a higher education biology 
course. Learning and Instruction, 72, Article 101201. 
https://doi.org/10.1016/j.learninstruc.2019.04.002  

Holmes, W., & Porayska-Pomsta, K. (Eds.). (2023). The 
ethics of artificial intelligence in education: Practices, 
challenges, and debates. Routledge. https://doi.org/ 
10.4324/9780429329067 

Humble, N., & Mozelius, P. (2022). The threat, hype, and 
promise of artificial intelligence in education. 
Discover Artificial Intelligence, 2, Article 22. 
https://doi.org/10.1007/s44163-022-00039-z  

Huwer, J., Maurer, N., Mundt, P., & Belova, N. (2025). AI 
in chemistry and chemical education. International 
Journal of Physics and Chemistry Education, 17(1), 1-4. 
https://doi.org/10.51724/ijpce.v17i1.403  

Ishmuradova, I. I., Zhdanov, S. P., Kondrashev, S. V., 
Erokhova, N. S., Grishnova, E. E., & Volosova, N. Y. 
(2025). Pre-service science teachers’ perception on 
using generative artificial intelligence in science 
education. Contemporary Educational Technology, 
17(3), Article ep579. https://doi.org/10.30935/ 
cedtech/16207  

Jones, M. (1985). Applications of artificial intelligence 
within education. Computers & Mathematics with 

Applications, 11(5), 517-526. https://doi.org/10. 
1016/0898-1221(85)90054-9  

Kaban, A. (2023). Artificial intelligence in education: A 
science mapping approach. International Journal of 
Education in Mathematics, Science and Technology, 
11(4), 844-861. https://doi.org/10.46328/ijemst. 
3368  

Kamalov, F., Calonge, D. S., & Gurrib, I. (2023). New era 
of artificial intelligence in education: Towards a 
sustainable multifaceted revolution. Sustainability, 
15(16), Article 12451. https://doi.org/10.3390/su 
151612451  

Kasirye, F. (2022). Teaching re-imagined as the world 
embraces the 4th IR: A review of literature on the 
changing face of teaching. Globalization and 
Business, 14(14), 51-57. https://doi.org/10.35945/ 
gb.2022.14.004  

Kraft, M. A. (2020). Interpreting effect sizes of education 
interventions. Educational Researcher, 49(4), 241-253. 
https://doi.org/10.3102/0013189X20912798  

Levac, D., Colquhoun, H., & O’Brien, K. K. (2010). 
Scoping studies: Advancing the methodology. 
Implementation Science, 5, Article 69. 
https://doi.org/10.1186/1748-5908-5-69  

Mak, S., & Thomas, A. (2022). Steps for conducting a 
scoping review. Journal of Graduate Medical 
Education, 14(5), 565-567. https://doi.org/10.4300/ 
JGME-D-22-00621.1  

McCarthy, J., Minsky, M. L., Rochester, N., & Shannon, 
C. E. (2006). A proposal for the Dartmouth summer 
research project on artificial intelligence. AI 
Magazine, 27(4), 12-14. https://doi.org/10.1609/ 
aimag.v27i4.1904  

Moore, G. B., Yin, R. K., & Lahm, E. A. (1985). Robotics, 
artificial intelligence, computer simulation: Future 
applications in special education. COMOS Corp. 
https://scispace.com/pdf/robotics-artificial-
intelligence-computer-simulation-future-
2kkprhnopp.pdf  

Munda, G., Albrecht, D., Becker, W., Havari, E., Listorti, 
G., Ostlaender, N., Paruolo, P., Saisana, M. (2020). 
The use of quantitative methods on the policy cycle. 
In V. Sucha, & M. Sienkiewicz (Eds.), Science for 
policy handbook (pp. 207-222). Elsevier. 
https://doi.org/10.1016/B978-0-12-822596-7. 
00018-8 

Nevo, D. (1983). The conceptualization of educational 
evaluation: An analytical review of the literature. 
Review of Educational Research, 53(1), 117-128. 
https://doi.org/10.4324/9780203726129  

Nevo, D. (2006). Evaluation in education. In I. F. Shaw, J. 
C. Greene, & M. M. Mark (Eds.), The SAGE handbook 
of evaluation (pp. 440-460). SAGE. https://doi.org/ 
10.4135/9781848608078.n20 

Nikolopoulou, K. (2025). Generative artificial 
intelligence and sustainable higher education: 

https://doi.org/10.1109/ACCESS.2020.2988510
https://doi.org/10.1109/ACCESS.2020.2988510
https://doi.org/10.1186/s41239-020-00237-8
https://doi.org/10.1186/s41239-020-00237-8
https://doi.org/10.1111/BJET.12860
https://doi.org/10.1111/BJET.12860
https://doi.org/10.1007/s40593-023-00355-0
https://doi.org/10.1016/S0020-7373(81)80056-9
https://doi.org/10.1016/S0020-7373(81)80056-9
https://doi.org/10.1007/s40593-021-00244-4
https://doi.org/10.1007/s40593-021-00244-4
https://doi.org/10.1016/j.learninstruc.2019.04.002
https://doi.org/10.4324/9780429329067
https://doi.org/10.4324/9780429329067
https://doi.org/10.1007/s44163-022-00039-z
https://doi.org/10.51724/ijpce.v17i1.403
https://doi.org/10.30935/cedtech/16207
https://doi.org/10.30935/cedtech/16207
https://doi.org/10.1016/0898-1221(85)90054-9
https://doi.org/10.1016/0898-1221(85)90054-9
https://doi.org/10.46328/ijemst.3368
https://doi.org/10.46328/ijemst.3368
https://doi.org/10.3390/su151612451
https://doi.org/10.3390/su151612451
https://doi.org/10.35945/gb.2022.14.004
https://doi.org/10.35945/gb.2022.14.004
https://doi.org/10.3102/0013189X20912798
https://doi.org/10.1186/1748-5908-5-69
https://doi.org/10.4300/JGME-D-22-00621.1
https://doi.org/10.4300/JGME-D-22-00621.1
https://doi.org/10.1609/aimag.v27i4.1904
https://doi.org/10.1609/aimag.v27i4.1904
https://scispace.com/pdf/robotics-artificial-intelligence-computer-simulation-future-2kkprhnopp.pdf
https://scispace.com/pdf/robotics-artificial-intelligence-computer-simulation-future-2kkprhnopp.pdf
https://scispace.com/pdf/robotics-artificial-intelligence-computer-simulation-future-2kkprhnopp.pdf
https://doi.org/10.1016/B978-0-12-822596-7.00018-8
https://doi.org/10.1016/B978-0-12-822596-7.00018-8
https://doi.org/10.4324/9780203726129
https://doi.org/10.4135/9781848608078.n20
https://doi.org/10.4135/9781848608078.n20


Gabriel et al. / A scoping study of reviews on artificial intelligence in education 

 

14 / 20 

Mapping the potential. Journal of Digital Educational 
Technology, 5(1), Article ep2506. https://doi.org/10 
.30935/jdet/15860  

Page, M. J., McKenzie, J. E., Bossuyt, P. M., Boutron, I., 
Hoffmann, T. C., Mulrow, C. D., Shamseer, L., 
Tetzlaff, J. M., Akl, E. A., Brennan, S. E., Chou, R., 
Glanville, J., Grimshaw, J. M., Hróbjartsson, A., 
Lalu, M. M., Li, T., Loder, E. W., Mayo-Wilson, E., 
McDonald, S., … Moher, D. (2021). The PRISMA 
2020 statement: An updated guideline for reporting 
systematic reviews. The BMJ, 372, Article n71. 
https://doi.org/10.1136/bmj.n71  

Perez-Felkner, L., Erichsen, K., Li, Y., Chen, J., Hu, S., 
Ramirez Surmeier, L., & Shore, C. (2024). 
Computing education interventions to increase 
gender equity from 2000 to 2020: A systematic 
literature review. Review of Educational Research, 
95(3), 536-580. https://doi.org/10.3102/ 
00346543241241536  

Peters, M. D. J., Marnie, C., Tricco, A. C., Pollock, D., 
Munn, Z., Alexander, L., McInerney, P., Godfrey, C. 
M., & Khalil, H. (2020). Updated methodological 
guidance for the conduct of scoping reviews. JBI 
Evidence Synthesis, 18(10), 2119-2126. 
https://doi.org/10.11124/JBIES-20-00167 

Pham, M. T., Rajić, A., Greig, J. D., Sargeant, J. M., 
Papadopoulos, A., & Mcewen, S. A. (2014). A 
scoping review of scoping reviews: Advancing the 
approach and enhancing the consistency. Research 
Synthesis Methods, 5(4), 371-385. https://doi.org/10 
.1002/jrsm.1123  

Pisica, A. I., Edu, T., Zaharia, R. M., & Zaharia, R. (2023). 
Implementing artificial intelligence in higher 
education: Pros and cons from the perspectives of 
academics. Societies, 13(5), Article 118. 
https://doi.org/10.3390/soc13050118  

Quillian, M. R. (1967). Word concepts: A theory and 
simulation of some basic semantic capabilities. 
Behavioral Science, 12(5), 410-430. https://doi.org/ 
10.1002/bs.3830120511 

Rebolledo-Mendez, G., Huerta-Pacheco, S. N., Baker, R. 
S., & du Boulay, B. (2022). Meta-affective behaviour 
within an intelligent tutoring system for 
mathematics. International Journal of Artificial 

Intelligence in Education, 32, 174-175. 
https://doi.org/10.1007/s40593-021-00247-1  

Robertson, M. (1976). Artificial intelligence in education. 
Nature, 262(5568), 435-437. https://doi.org/10.1038 
/262435a0  

Self, J. A. (1974). Student models in computer-aided 
instruction. International Journal of Man-Machine 
Studies, 6(2), 261-276. https://doi.org/10.1016/ 
S0020-7373(74)80005-2  

Stracke, C. M., Chounta, I. A., Holmes, W., Tlili, A., & 
Bozkurt, A. (2023). A standardised PRISMA-based 
protocol for systematic reviews of the scientific 
literature on artificial intelligence and education 
(AI&ED). Journal of Applied Learning and Teaching, 
6(2), 64-70. https://doi.org/10.37074/jalt.2023.6.2. 
38  

Tricco, A. C., Lillie, E., Zarin, W., O’Brien, K. K., 
Colquhoun, H., Levac, D., Moher, D., Peters, M. D. 
J., Horsley, T., Weeks, L., Hempel, S., Akl, E. A., 
Chang, C., McGowan, J., Stewart, L., Hartling, L., 
Aldcroft, A., Wilson, M. G., Garritty, C., … Straus, 
S. E. (2018). PRISMA extension for scoping reviews 
(PRISMA-ScR): Checklist and explanation. Annals 
of Internal Medicine, 169(7), 467-473. 
https://doi.org/10.7326/M18-0850  

Whitson, G. (1999). An application of artificial 
intelligence to distance education. In Proceedings of 
the 29th Annual Frontiers in Education Conference. 
https://doi.org/10.1109/FIE.1999.839258  

Williamson, B., Eynon, R., Knox, J., & Davies, H. (2023). 
Critical perspectives on AI in education: Political 
economy, discrimination, commercialization, 
governance and ethics. In B. du Boulay, A. 
Mitrovic, & K. Yacef (Eds.), Handbook of artificial 
intelligence in education (pp. 553-570). Edward Elgar 
Publishing. 
https://doi.org/10.4337/9781800375413.00037  

Wogu, I. A. P., Misra, S., Olu-Owolabi, E. F., Assibong, 
P. A., & Udoh, O. D. (2018). Artificial intelligence, 
artificial teachers and the fate of learners in the 21st 
century education sector: Implications for theory 
and practice. International Journal of Pure and Applied 
Mathematics, 119(16), 2245-2259. 

 

 

 

  

https://doi.org/10.30935/jdet/15860
https://doi.org/10.30935/jdet/15860
https://doi.org/10.1136/bmj.n71
https://doi.org/10.3102/00346543241241536
https://doi.org/10.3102/00346543241241536
https://doi.org/10.11124/JBIES-20-00167
https://doi.org/10.1002/jrsm.1123
https://doi.org/10.1002/jrsm.1123
https://doi.org/10.3390/soc13050118
https://doi.org/10.1002/bs.3830120511
https://doi.org/10.1002/bs.3830120511
https://doi.org/10.1007/s40593-021-00247-1
https://doi.org/10.1038/262435a0
https://doi.org/10.1038/262435a0
https://doi.org/10.1016/S0020-7373(74)80005-2
https://doi.org/10.1016/S0020-7373(74)80005-2
https://doi.org/10.37074/jalt.2023.6.2.38
https://doi.org/10.37074/jalt.2023.6.2.38
https://doi.org/10.7326/M18-0850
https://doi.org/10.1109/FIE.1999.839258
https://doi.org/10.4337/9781800375413.00037


EURASIA J Math Sci Tech Ed, 2025, 21(11), em2731 

15 / 20 

APPENDIX A 

 

 

Table A1. Research questions or aims 

Reference Research questions or aims Review type 

Imran and 
Almusharraf 
(2023, p. 2) 

(…) this current study is set to contribute to the state-of-art of ChatGPT in teaching and learning as a 
writing assistant by presenting a systematic literature review. In addition, this study examines the 
gaps and so-far unexplored areas of ChatGPT chatbot (…). 

Systematic 

Nti et al. (2022, 
p. 58) 

RQ1. What are the growing trends in SCTAE research in Africa? 
RQ2. Which authors, papers, and institutions in the SCTAE literature in Africa have had the highest 
impact on citations over the last 61years? 
RQ3. What is the intellectual framework of the SCTAE knowledge base in Africa? 
RQ4. What issues in the SCTAE literature have received the most attention and have been studied 
most frequently in Africa? 

Bibliometric 
analysis 

Heeg and 
Avraamidou 
(2023, p. 126) 

(1) What types of AI applications are used in school science? 
(2) For what teaching content are AI applications in school science used? 
(3) What is the impact of AI applications on teaching and learning of school science? 

Systematic 

Ouyang et al. 
(2023, p. 411) 

RQ1: What are the functions of AI applications in STEM educational assessment? 
RQ2: What AI algorithms are used to achieve those functions in STEM educational assessment? 
RQ3: What are the effects of AI applications in STEM educational assessment? 

Systematic 

Pradana et al. 
(2023, p. 2) 

This study aims to fill this gap by reviewing the available literature in the broad field of ChatGPT in 
education sector, identifying the main contributing authors, journals, and keywords through 
bibliometric analysis and suggesting future research directions related to different ChatGPT in 
education sector. 

Systematic and 
bibliometric 

analysis 

Gentile et al. 
(2023, p. 01) 

(…) this study analyses the change in the teacher’s role triggered by the integration of AI into 
educational systems. 

Systematic 

Almusaed et al. 
(2023, p. 1) 

This article examines the advantages and disadvantages of hybrid education and the optimal 
approaches for incorporating AI in educational settings. 

Review analysis 

Yu and Guo 
(2023, p. 1) 

This article provides a detailed overview of the development and technical support of generative AI. 
It conducts an in-depth analysis of the current application of generative AI in the field of education 
and identifies problems in four aspects: opacity and unexplainability, data privacy and security, 
personalization and fairness, and effectiveness and reliability. 

- 

Dimitriadou 
and Lanitis 
(2023, p. 3) 

(…) the main contribution of this survey includes the review of the latest technologies and discussion 
of future directions that could support the creation of a next-generation smart classroom, and the 
understanding of the use of AI in connection to the technologies used in a smart classroom (…) 

- 

Giannakos and 
Cukurova (2023, 
p. 1249) 

(RQ). What is the role of learning theory in MMLA research and to what extent can MMLA research 
advance learning theory? To address this RQ, we investigate the following sub-RQs: 
(RQ1). Which theoretical positions and theories of learning are used in MMLA research, and how 
are they used? 
(RQ2). What is the relationship between the theories used in MMLA and the data modalities? 
(RQ3). What is the relationship between the theories used in MMLA and the intended goals of 
researchers? 

Semi-systematic 

Qian et al. (2023, 
p. 3) 

(1) What factors influence learners’ willingness, efficiency, and improvement of skills to adopt the 
metaverse in education? 
(2) What strategies, frameworks, and ecosystems support metaverse teaching, and how can a 
comprehensive teaching paradigm be developed? 
(3) What metaverse platforms (commercial or self-developed) are applicable for teaching purposes? 
(4) What are the various types of software used in metaverse education, and what supportive 
hardware is necessary to facilitate their use? 
(5) What are the potentials of generative AI and metaverse synergy in education? 

Systematic 

Dai and Ke 
(2022, p. 2) 

(…) the research question guiding this systematic exploration is: What are the trends of educational 
applications using AI in simulation-based learning? 

Systematic 
mapping review 

Zhang and 
Aslan (2021, p. 
2) 

1. What is the landscape of research publications on AIEd in the Web of Science Database and 
selected AIEd specialized journals? 
2. What are the AIEd Technology applications and their educational benefits, as reported in eligible 
research publications? 
3. What implications does current research have on future research and practice of AIEd? 

Comprehensive 
review 

Chiu et al. (2023, 
p. 2) 

RQ1. How do AI technologies support learning, teaching, assessment, and administration in 
education, and what are the challenges in their research and development? 
RQ2. What student and teacher learning outcomes are fostered by AI technologies? 

Systematic 

Tan et al. (2022, 
p. 2) 

1. What are the main characteristics of studies focusing on collaborative learning supported by AI in 
terms of publication year, interaction platforms, group size, and learner types? 

Systematic 
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Table A1 (Continued). Research questions or aims 

Reference Research questions or aims Review type 

Vázquez-Cano 
(2021, p. 7) 

This study is a review article, which presents a brief literature review on the possible applications 
and functionalities of AI in education. 

Brief review 

Zheng et al. 
(2023, p. 5651) 

1. What is the overall effectiveness of AI on students’ learning achievement and perception? 
2. How do various moderator variables influence the effects of AI? 

Meta-analysis 

Salas-Pilco and 
Yang (2022, p. 2) 

1. RQ1. What and how AI-based applications are being used by higher education institutions in 
Latin America? 
2. RQ2. What are the common AI techniques, software tools, and AI algorithms used in Latin 
American higher education? 
3. RQ3. What education topics and issues are being addressed by AI applications in Latin American 
higher education institutions? 

Systematic 

Ahmad et al. 
(2022, p. 2) 

This study aims to explore AI applications and how they transform and assist in various academic 
and administrative activities. 

- 

Yue et al. (2022, 
p. 5) 

RQ1. What is the status of research in teaching AI in K-12? 
RQ2. What are the pedagogical characteristics of current AI teaching units? 
RQ3. What are the evaluation methods and the outcome of the teaching units? 

Systematic 

Paaßen et al. 
(2022, p. 2) 

(1) Reviewing the existing work on creativity in learning, 
(2) Distilling a conceptual, graph-based model of creativity in learning from our review, and 
(3) Discussion of potential applications and challenges of putting the developed conceptual model 
into practice. 

Graph-based 

Xu and Ouyang 
(2022, p. 3) 

RQ1. What are the categories of the AI element in the AI-STEM system? 
RQ2. What are the characteristics of other system elements (i.e., information, subject, medium, 
environment element) as well as the distribution of AI in these elements? 
RQ3. What are the effects of AI in STEM education? 

Systematic 

Reindl (2021, p. 
288) 

This paper reviews and discusses emotion AI in the context of education. - 

Kent et al. (2022, 
p. 1) 

In this review paper, we summarize the evidence about the impact of parental engagement, as 
opposed to involvement, on the learning of children. Via that, we critically look at the design choice 
of most western mainstream public education systems to distance parents from their children’s 
education, which, as the review results indicate, can be detrimental to children’s learning. 

Critical review 

Zawacki-Richter 
et al. (2019, p. 2) 

How have publications on AI in higher education developed over time, in which journals are they 
published, and where are they coming from in terms of geographical distribution and the author’s 
disciplinary affiliations? 
How is AI in education conceptualized and what kind of ethical implications, challenges and risks 
are considered? 
What is the nature and scope of AI applications in the context of higher education? 

Systematic 

Chen et al. 
(2020c, p. 4) 

RQ1. How did broad and narrow AIEd studies distribute? 
RQ2. What journals, institutions, and countries/regions contributed the most to the highly cited 
AIEd studies? 
RQ3. What were the major research issues and AI technologies adopted in the highly cited AIEd 
studies? 
RQ4. What theories and frameworks had been used in the highly cited AIEd studies? 

Systematic 
review 

Rienties et al. 
(2020, p. 1) 

This review aims to provide a concise overview of four distinct research fields: AIEd, CSCL, EDM, 
and LA. 

- 

Yang (2019, p. 
347) 

Purpose: This article summarizes recent developments in the use of AI in Chinese education, paying 
particular attention to the different applications of AI at a number of different levels. The article 
reviews key government policies and guidelines and suggests a course for future development. 

- 

Yufei et al. 
(2020, p. 548) 

This paper briefly discusses the history of the development of AI technology and its application in 
the field of education including teaching and learning innovations, effective teaching and learning 
approaches and smart campus lifestyles. 

- 

Chen et al. 
(2020b, p. 2) 

RQ1. What was the trend of grants in relation to AIEd? 
RQ2. What were the major conferences and journals related to AIEd? 
RQ3. What were the major software tools concerning AIEd? 
RQ4. What was the trend of AIEd publications? 
RQ5. What were the top frequently used keywords in AIEd publications? 
RQ6. What were the active institutions and researchers in the field of AIEd? 

- 

Forestier (2020, 
p. 437) 

This article highlights the interest of the developmental approach of the digital for three (related) 
subjects that the author was led to address. (1) The debate currently underway in the field of human 
sciences, which conceive education as a “therapeutic” for digital technology. (2) The design of a 
public policy of AI in education, in particular in favor of a more inclusive school, (3) The more 
specific use of digital tools to support people with autism. 

- 
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Table B1. Dates of the corpus studied in the reviews 

Reference Dates from corpus 

Yang (2019) History of AI in China from 1917 to 2019 
Yufei et al. (2020) History of AI from 1943-2019 
Nti et al. (2022) 1960-2021 
Dimitriadou and Lanitis (2023) Technologies used from 1980-2022 
Yu and Guo (2023) History of AI from 1980 to 2022 
Zhang and Aslan (2021) 1993-2020 
Dai and Ke (2022) 1998-2021 
Paaßen et al. (2022) 1998-2012 
Chen et al. (2020) 1999-2019 
Zheng et al. (2023) 2001-2020 
Tan et al. (2022) 2002-2022 
Reindl (2021) 2005-2020 
Gentile et al. (2023) “Since 2005” (p. 2) 
Zawacki-Richter et al. (2019) 2007 and 2018 
Giannakos and Cukurova (2023) 2010-2022 
Yue et al. (2022) 2010-2022 
Heeg and Avraamidou (2023) 2010-2021 
Xu and Ouyang (2022) 2011-2021 
Ouyang et al. (2023) 2011-2023 
Chiu et al. (2023) 2012-2021 
Qian et al. (2023) 2013-2022 
Salas-Pilco and Yang (2022) 2016-2021 
Almusaed et al. (2023) “Previous five years” (p. 5) 
Imran and Almusharraf (2023) 2022-2023 (only covers ChatGPT) 
Pradana et al. (2023) 2022-2023 (only covers ChatGPT) 
Ahmad et al. (2022) No information 
Forestier (2020) No information 
Kent et al. (2022) No information 
Vázquez-Cano (2021) No information 
Rienties et al. (2020) No information 
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Table C1. Main worries about AIEd and possible solutions 

Theme & references Problems presented 

General problems 
concerning AIEd 
(Almusaed et al., 2023; 
Avraamidou, 2023; Chiu et 
al., 2023; Forestier, 2020; 
Gentile et al., 2023; Heeg & 
Nti et al., 2022; Kent et al., 
2022 ; Pradana et al., 2023; 
Yue et al., 2022, Yufei et al., 
2020; Zheng et al., 2023) 

• Difficulties integrating AI in education 

• Unclear impact of AI on education 

• Anxieties about the safe use of technologies 

• Network infrastructure deficiencies 

• Device and software unreliability 

• Financial barriers in homes and schools 

• The need to develop AI teaching materials with a unified curriculum standard on how 
to employ these tools to facilitate teaching 

• Alienation in the teaching spaces 

• Lack of familiarity with the technologies 

• Lack of digital literacy 
Problems with AIEd 
research & methodology 
(Chen et al., 2020c; Chiu et 
al., 2023; Paaßen et al., 
2022; Reindl, 2021; Rienties 
et al., 2020; Yue et al., 2022; 
Zawacki-Richter et al., 
2019; Zheng et al., 2023) 
 

• Researchers should consider an appropriate sample size, learning domains, types of 
organization, and AI software and hardware 

• Research missing in specific contexts (e.g., emotion AI; integration of AIEd with CSCL, 
EDM and LA) 

• Lack of studies with quantitative based assessment of students’ learning outcomes 

• Lack of critical reflection of the pedagogical and ethical implications as well as risks of 
implementing AI applications 

• Abundance of position studies in which authors expressed their personal 
understanding and opinions – they may involve bias and may not objectively reflect 
the practical situations since they can be subjective without or with little support 
evidence bibliographically 

• AIEd research is scattered and not organized 
Problems faced by teachers 
(Chiu et al., 2023; Gentile et 
al., 2023; Heeg & 
Avraamidou, 2023; Nti et 
al., 2022; Pradana et al., 
2023; Xu & Ouyang, 2022; 
Zheng et al., 2023) 

• Concerns about being replaced by AI 

• Low level of digital skills which lead to difficulties adapting to or operating AI 
technologies, difficulties keeping pace with ever-evolving technologies, and inability to 
teach students how to use technologies effectively 

• No sufficiently training and equipment to deal with AI 

• Lack of research on teacher’s professional through AI 

AI ethics (Chen et al., 2020c; 
Chiu et al., 2023; Dai & Ke, 
2022; Heeg & Avraamidou, 
2023; Salas-Pilco & Yang, 
2022; Zawacki-Richter et 
al., 2019; Zhang & Aslan, 
2021) 

• Lack of research on AI ethical issues during the design or implementation phase 

• Lack of critical reflection on the pedagogical and ethical implications as well as risks of 
implementing AI applications 

• Lack of critical awareness of AI ethics 
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Table D1. Studies included in the corpus of this scoping review 

Ahmad, S. F., Alam, M. M., Rahmat, M. K., Mubarik, M. S., & Hyder, S. I. (2022). Academic and administrative role of 
artificial intelligence in education. Sustainability, 14(3), Article 1101. https://doi.org/10.3390/su14031101 
Almusaed, A., Almssad, A., Yitmen, I., & Homod, R. Z. (2023). Enhancing student engagement: Harnessing “AIED”‘s 
power in hybrid education: A review analysis. Education Sciences, 13(7), Article 632. 
https://doi.org/10.3390/educsci13070632 
Chen, X., Xie, H., & Hwang, G.-J. (2020b). A multi-perspective study on Artificial Intelligence in education: Grants, 
conferences, journals, software tools, institutions, and researchers. Computers and Education: Artificial Intelligence, 1, 
Article 100005. https://doi.org/10.1016/j.caeai.2020.100005 
Chen, X., Xie, H., Zou, D., & Hwang, G.-J. (2020c). Application and theory gaps during the rise of Artificial Intelligence 
in education. Computers and Education: Artificial Intelligence, 1, Article 100002. 
https://doi.org/10.1016/j.caeai.2020.100002 
Chiu, T. K. F., Xia, Q., Zhou, X., Chai, C. S., & Cheng, M. (2023). Systematic literature review on opportunities, 
challenges, and future research recommendations of artificial intelligence in education. Computers and Education: Artificial 
Intelligence, 4, Article 100118. https://doi.org/10.1016/j.caeai.2022.100118 
Dai, C.-P., & Ke, F. (2022). Educational applications of artificial intelligence in simulation-based learning: A systematic 
mapping review. Computers and Education: Artificial Intelligence, 3, Article 100087. 
https://doi.org/10.1016/j.caeai.2022.100087 
Dimitriadou, E., & Lanitis, A. (2023). A critical evaluation, challenges, and future perspectives of using artificial 
intelligence and emerging technologies in smart classrooms. Smart Learning Environments, 10, Article 12. 
https://doi.org/10.1186/s40561-023-00231-3 
Forestier, F. (2020). Après-propos. L’approche développementale, une voie vers des environnements numériques 
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