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ABSTRACT 
Due to the complexity of the e-commerce system, a hybrid model for online-
purchasing behavior forecasting is developed to predict whether or not a customer 
makes a purchase during the next visit to the online store based on the previous 
behaviors, i.e., online-purchasing behavior. The proposed model makes contributions 
to literature from two perspectives: (1) a classification model is proposed based on the 
“hybrid modeling” concept, in which an effective artificial intelligence (AI) technique of 
support vector machine (SVM) is employed for classification forecasting and further 
extended by introducing the promising AI optimization tool of firefly algorithm (FA), to 
solve the crucial but tough task of parameters selection, i.e., the FA-based SVM model; 
(2) an appropriate predictor set is carefully designed especially considering online 
shopping cart use which was otherwise neglected in existing models, apart from other 
common online behaviors, e.g., clickstream behavior, previous purchase behavior and 
customer heterogeneity. To verify the superiority of the proposed model, an online 
furniture store is focused on as study sample, and the empirical results statistically 
support that the proposed FA-based SVM model considering online shopping cart use 
significantly beat all benchmarking models (with other popular classification methods 
and/or different predictor sets) in terms of prediction accuracy. 

Keywords: e-commerce, online purchase behavior, support vector machine, firefly 
algorithm, shopping cart use 

 

INTRODUCTION 
With the development of e-commerce, the study on online-purchasing behavior has become an increasingly hot 
issue within the research fields of marketing, economic management, data mining and forecasting. Due to the 
unique economical virtue, online virtual store has been selected as one promising sales channel with a much lower 
cost (Bakos, 1997). In such competitive e-commerce market, enhancing online-purchasing conversion rates (defined 
as the probability of visits resulting in purchases) may be the main aim of online marketing research. For example, 
diverse recommendation mechanisms were designed (Lee and Kwon, 2008). Moreover, compared with physical 
sales, online commerce can provide much rich information about customer behaviors for further analyses such as 
clickstream data (Bucklin et al., 2002), customer heterogeneity (Moe and Fader, 2004), customer review (Salehan 
and Kim, 2016), etc. Under such a background, online-purchasing behavior analysis and prediction have attracted 
an increasingly wide interest from both theoretical and practical perspectives, for understanding online customer 
behavior through the rich information, thus enhancing online-purchasing conversion rates. Therefore, this study 
especially focuses on forecasting online-purchasing behavior whether or not a customer will make a purchase 
during the next visit to the website, in order to significantly enhance the prediction accuracy and further helpfully 
understand online customer behavior. 
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Though still insufficient, an increasing number of studies have made great contributions to online-purchasing 
behavior prediction, in which two main factors are included in the existing models, i.e., prediction techniques and 
model variables (or predictors). In terms of prediction techniques, the existing studies on online-purchasing 
behavior prediction are quite insufficient compared with other fields of prediction researches, and the traditional 
statistical models may be the most popular forecasting tools, e.g., linear regression (LR), logit regression (LogR) 
and Markov chain models. The LogR model has been generally considered as the most typical traditional technique 
in e-commerce market prediction. For example, Van den Poel and Buckinx (2005) used the LogR to predict the 
online-pursing behavior in an online wine store. Padmanabhan et al. (2001) employed several methods, e.g., the LR 
and LogR, to forecast whether a current visit results in a purchase or not based on clickstream data. Montgomery 
et al. (2004) applied the hidden Markov model to predict the purchase conversion rate in a popular online bookstore 
using clickstream data. 

However, due to the complexity of online market, diverse powerful artificial intelligence (AI) models, with the 
powerful self-learning capabilities and machine learning, have been recently introduced and achieved much more 
satisfactory prediction results for online-purchasing behavior. For example, Gupta et al. (2014) employed sound 
machine learning algorithms to predict purchase by online customers based on dynamic pricing of a product. 
Boroujerdi et al. (2014) applied different (AI) classification algorithms, such as decision tree (DT), support vector 
machine (SVM) and rule-based method, to predict customer’s purchase decision. Padmanabhan et al. (2001) 
employed the DT model to predict online-purchasing behavior based on clickstream data. Weng et al. (2011) 
employed Bayesian network to explore an online recommendation system for food online sales. Moe and Fader 
(2004) proposed a novel dynamic model based on Bayesian network to predict the online-purchasing conversion 
rate in the online book store of Amazon based on previous visiting and purchasing data. The empirical studies have 
observed that the AI tools were significantly powerful than traditional statistical ones in terms of higher prediction 
accuracy. 

Among AI models, the SVM as an emerging AI technique has been proved to be one of promising tools for 
various classification problems (Wong and Hsu, 2006; Martens et al., 2007; Lessmann, 2009). The SVM model was 
proposed by Vapnik (1995), finely coupling solid theoretical foundation of statistical theory and powerful computer 
learning with the principle of structural risk minimization. According to existing studies, the SVM has been widely 
applied to various difficult prediction tasks and fully proved to possess excellent prediction capability, even for 
complex data samples (Tang et al., 2014; Tang et al., 2015). For example, Yu et al. (2006) proposed a novel method 
for crude oil price forecasting based on SVM. Yu et al. (2010) developed a four-stage SVM based multi-agent 
ensemble learning approach for credit risk evaluation. Chen et al. (2012) developed a novel approach called the 
hierarchical multiple kernel SVM for customer churn prediction directly using longitudinal behavioral data and 
Martin-Barragan et al. (2014) presented a new method, called interpretable SVMs for functional data, that provided 
an interpretable classifier with high predictive power. Bastı et al. (2015) used SVMs to analyze initial public 
offerings’ short-term performance. Sun et al. (2009) conducted a comparative study on the effectiveness of strategies 
in the context of imbalanced text classification using SVM classifier. Therefore, this study especially employs the 
promising technique of SVM to study online-purchasing behavior. 

Though effective in classification, the SVM model has its own weakness—parameters sensitivity, and its 
performance is closely dependent on the parameter selection (Kim and Sohn, 2010). To address the essential but 
tough task of parameter selection, various optimizing methods have been introduced into SVM to formulate hybrid 
SVM variants based on the helpful concept of “hybrid modeling” (Yu et al., 2008; Tang et al., 2012). In particular, 
various AI optimization algorithms, e.g., genetic algorithm (GA), simulated annealing (SA) and particle swarm 
optimization (PSO), have been shown effective in addressing such backward of SVM (Lin et al., 2008). Apart from 
those parameter searching algorithms, another effective artificial optimization method, firefly algorithm (FA) 
recently proposed by Yang (2010) has recently become a promising technique in optimization programming and 
parameter selection. The FA is a modern heuristic algorithm based on an interesting idea that the fireflies with less 
light intensity (corresponding to fitness function) will be attracted by the firefly with greater ones. Existing 
researches have shown the superiority of FA over other AI optimization algorithms in term of optimal solution 
convergence (Kazem et al., 2013; Mandal et al., 2013). For example, Tang et al. (2015) introduced FA into least square 

Contribution of this paper to the literature 

• Using the model predictors (covering both common online customer behaviors and shopping cart uses) and 
the FA-based SVM model (based on the “hybrid modeling” concept), the proposed model can be used as a 
powerful tool for forecasting online-purchasing behavior, in terms of prediction accuracy, robustness and 
time saving. 

• The prediction results can be used to helpfully facilitate design effective recommendation mechanisms, in 
order to enhance the conversion rate, which is another important issue in online marketing research. 
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support vector regression (LSSVR) for parameter selection to predict hydropower market, and the empirical results 
confirmed the superiority of FA over other AI optimization tools of GA, SA and PSO. However, to the best of our 
knowledge, there is few study using FA as the parameters optimization algorithm of SVM. Therefore, based on the 
“hybrid modeling” concept, this paper especially incorporates FA into SVM to formulate a novel FA-based SVM 
model for online-purchasing behavior prediction. 

Regarding the other important part of online-purchasing behavior prediction models—predictors, various 
information concerning online customers and their behaviors has been employed, such as clickstream behavior, 
historical purchase behavior and customer demographics (Van den Poel and Buckinx, 2005). As for clickstream 
measures, the information at the level of sessions, the total number of past visits to the store, the period elapsed 
since the last visit, the total period spent at the site during the entire period of observation, etc. have been usually 
considered as effective indicators for evaluating purchase potential (Moe and Fader, 2004; Van den Poel and 
Buckinx, 2005). Besides, the total number of viewed page, the average time spent per page, the percentage of pages 
viewed at category and product levels have been also taken into consideration as clickstream behaviors (Moe and 
Fader, 2004). As for historical purchase behavior, the popular predictors are the frequency of past purchases (Van 
den Poel and Buckinx, 2005; Lemon et al., 2002), the total expenditure amount (Van den Poel and Buckinx, 2005; 
Baesens et al., 2002), and the average expenditure amount (Van den Poel and Buckinx, 2005). Customer 
demographics (and heterogeneity), which help identify the online customers as buyers or non-buyers according to 
the motivation of entering the online stores (Moe and Fader, 2004; Ansari et al., 2000; Liu et al., 2016), mainly refer 
to customers’ gender, age, income and education level (Van den Poel and Buckinx, 2005; Padmanabhan et al., 2001). 

However, another important online consumer behavior, i.e., online shopping cart use, may be also helpful for 
online-purchasing behavior prediction, which was otherwise neglected in existing studies. Inspired by on-ground 
shopping cart, most online shops have provided virtual shopping carts to customers as convenient tools to collect 
the items of interest. Moreover, the online shopping cart can also offer an ongoing search function (Bloch et al., 
1986). Besides the convenience for customers, the online shopping cart can also provide helpful information for 
understanding online customer behaviors (Wu and Perng, 2016). For example, Close and Kukar-Kinney (2010) 
analyzed the virtue of virtual shopping carts and argued providing online shopping cart use can lead to a greater 
possibility of online purchasing. However, in the existing forecasting models for online-purchasing behavior, such 
an interesting behavior of online shopping cart use was usually neglected. Therefore, this study especially fills in 
such a literature gap by considering the behavior of online shopping cart use as an important predictor for online-
purchasing behavior. 

Generally speaking, this paper aims to improve online-purchasing behavior forecasting from the following two 
perspectives. First, a hybrid classification model, i.e., the FA-based SVM, is formulated based on the “hybrid 
modeling” concept, by coupling the AI prediction technique of SVM and the emerging AI optimization tool of FA 
for selecting parameters of SVM. Second, the customer behavior of online shopping cart use is especially considered 
as one important predictor, which was otherwise neglected in existing models for online-purchasing behavior 
prediction. To verify the effectiveness of the proposed model, an online furniture store is selected as study sample, 
and a series of benchmarking models with other popular classification methods and/or diverse predictor sets are 
formulated for comparison purpose.  

The main motivation of this paper is to propose a novel model, i.e., the hybrid FA-based SVM considering online 
shopping cart use, for online-purchasing behavior prediction, and to verify its superiority by comparing with other 
benchmarking models (with other popular classification techniques and/or various sets of predictive variables). 
The rest of this paper is structured as follows. Section 2 describes the proposed model in detail, the experimental 
study is designed in Section 3, Section 4 reports and discusses the corresponding results, and Section 5 concludes 
the paper and outlines the main directions of future research. 

MODEL FORMULATION 
This section presents the overall formulation of the proposed classification model for online-purchasing 

behavior prediction. Subsection 2.1 gives the overall framework of the proposed model. The detailed model 
designs, including the predictors (or features) and the classification model, are described in Subsections 2.2 and 2.3, 
respectively. 

Overall Framework 
According to existing forecasting models for online-purchasing behavior, two key parts are included, i.e., model 

variables (or predictors) and classification mechanism. Regarding model predictors, a rich of information 
concerning online customer behaviors should be carefully analyzed. Besides some common features (e.g., 
clickstream behavior, previous purchase behavior and customer heterogeneity), behavior of online shopping car 
use which was rarely mentioned in existing prediction models is especially considered in this study. As for 
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classification mechanism, a hybrid model coupling SVM and FA is formulated to predict the online-purchasing 
behavior whether or not a customer will make a purchase during the next visit to the online store based on the 
previous behaviors. Accordingly, the framework of the novel model can be constructed, as shown in Figure 1. 

Generally speaking, the novel model contributes to literature from two main perspectives. First, based on the 
“hybrid modeling” concept, a novel hybrid classification model, i.e., FA-based SVM, is proposed. In particular, the 
effective AI technique of SVM is employed for classification, while the promising AI optimization tool of FA is 
introduced to address the crucial but tough task of parameters selection in SVM. To the best of our knowledge, the 
studies on online-purchasing behavior prediction by using SVM are quite insufficient, not to mention the hybrid 
SVMs with the emerging AI optimization technique of FA. Second, the novel model especially considers the 
customer behavior of online shopping cart use as an important predictive feature. Since the online shopping cart 
use was usually neglected in existing online-purchasing behavior prediction models, this novel model helpfully 
fills in such a literature gap by employing this interesting and useful information. 

Actually, the proposed model is a classification model, identifying whether the customer i will make a purchase 
during the next visit (𝑦𝑦�𝑖𝑖 = 1) or not (𝑦𝑦�𝑖𝑖 = 0) based on the historical online behaviors 𝑥𝑥𝑖𝑖 = {𝑥𝑥𝑖𝑖,𝑙𝑙}, (𝑙𝑙 = 1, . . . ,𝑑𝑑), where 
𝑥𝑥𝑖𝑖 is the input vector with d predictive features (or predictors), and 𝑦𝑦�𝑖𝑖 = {0,1} is the prediction results. 

The two key parts of the novel model, i.e., model predictors and classification mechanism, are respectively 
depicted in Subsections 2.2 and 2.3. 

Model Predictors 
To effectively predict whether or not a purchase will be made during the next visit, the useful information 

covering various online customer behaviors may be taken into consideration. According to existing studies, the 
online customer behaviors can be generally summarized into three main categories: clickstream measures, 
historical purchase behavior and customer demographics (or heterogeneity) (Moe and Fader, 2004; Van den Poel 
and Buckinx, 2005; Ansari et al., 2000). Besides these popular features, the online shopping cart use behavior is 
especially considered in the proposed model to enhance the prediction accuracy. Therefore, four categories of 
model predictors are included for online-purchasing behavior prediction. 

Classification Mechanism

SVM 
for classification prediction

Variables for 
clickstream behavior

Model Predictors

Variables for 
purchase  behavior

Variables for 
shopping cart use

FA 
for parameters selection

Optimal parameters

Prediction results

FA-based SVM

Input

Output

Variables for 
customer heterogeneity

 
Figure 1. The framework of the proposed model for online-purchasing behavior prediction 
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To design specific predictors, two basic principles are followed. First, to capture online-purchasing behavior, 
all available information covering the above four online customer behaviors, clickstream measures, previous 
purchasing behavior, customer heterogeneity and the shopping cart uses, are considered. Second, a correlation 
analysis is conducted to ensure the selected predictors in no relationship with each other. Finally, a total of six 
effective predictors covering the four types of online customer behaviors can be selected, as listed in Table 1. 

Clickstream measures 
Based on session data, rich information about clickstream behavior can be obtained, in which a session 

represents a visit to the website. First, the total number of past visits to the store (labelled as FrequencyVisit), has 
been repeatedly shown be positively related to the possibility of online purchase. For example, Moe and Fader 
(2004b) argued that the accumulated visits can be used as an effective indicator for estimating potential for 
purchasing. Moe and Fader (2004b) showed that a higher frequency of visits leads to a higher conversion rate. 
Second, the preiod (e.g., in terms of days or months) elapsed since the last visit (RecencyVisit) has been also regarded 
as one of the most important features in online-purchasing behavior studies. For example, Van den Poel and 
Buckinx (2005) argued that it often has a positive impact on the purchasing possibility during the next visit. 
Moreover, visits without purchasing can accumulate a strong effect on purchasing (Weng et al., 2011). Accordingly, 
the number of visits without purchasing since the last purchase (PriorVisit) is also introduced into the model. 
Therefore, a total of three important model variables for clickstream behavior are considered, FrequencyVisit, 
RecencyVisit and PriorVisit. 

Purchase behavior 
Similar to offline world, the relationship between previous online-purchasing history and future online-

purchasing behavior has been repeatedly observed. For example, Moe and Fader (2004) and Wu and Chen (2000) 
argued that the historical purchasing behavior can strongly influence the future purchasing behavior in e-
commerce. Lemon et al. (2002) argued that the frequency of past purchases is positively correlated to the possibility 
of future purchasing. Van den Poel and Buckinx (2005) proved that the number of past purchases is one of the most 
important variables for online-purchasing behavior prediction. Accordingly, the frequency of past purchases, i.e., 
the total number of purchases (TotPurchases), is included in the proposed model. 

Customer heterogeneity 
Besides behavioral data, customer heterogeneity can also provide important information for forecasting online-

purchasing behavior, since different types of customers with different characteristics may have different behavior 
rules and preferences. Therefore, customer classification becomes another interesting issue for online customer 
behavior study. For example, Janiszewski (2016) divided online customers into two main categories: exploratory 
searching group and directed searching group. The former visit the online store for only collecting information 
with a low possibility of purchasing, while the latter for purchasing with a much higher possibility of purchasing. 
Moe and Fader (2004) proposed a novel dynamic approach where two categories of online customers are 
individually modeled, i.e., hard-core never-buyers and common customers. Accordingly, the novel model similarly 
divides the customers into two main type (CustomerType)—visitors having not made a purchase yet (like 
exploratory searching group or hard-core never-buyers) and buyers having already made one or more purchases 
(directed searching group or common customers). 

Table 1. Predictive features (or predictors) in the proposed model 
Category Predictors Description References 

Cickstream measures 

FrequencyVisit The total number of past visits to 
the store 

Moe and Fader (2004), Van den Poel and 
Buckinx (2005), Iwanaga (2016) 

RecencyVisit The time (e.g., the number of days) 
elapsed since last visit 

Van den Poel and Buckinx (2005), Iwanaga 
(2016) 

PriorVisit The number of visits without 
purchasing since the last purchase Moe and Fader (2004) 

Purchase behavior TotPurchases The total number of purchases Lemon et al. (2002), Moe and Fader (2004), 
Van den Poel and Buckinx (2005)  

Customer heterogeneity CustomerType Identifying the registrant as a 
visitor or a customer  

Janiszewski (2016), Moe et al. (2002), Moe 
and Fader (2004), Ansari et al. (2000) 

Shopping Cart use ShoppingCartPuts The number of items placed in the 
online shopping cart  Close and Kukar-Kinney (2010) 
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Shopping Cart use 
Since most online stores have offered the useful tool of virtual shopping cart to assist customers to collect items 

of interest, such helpful information on online shopping cart use may provide an interesting and helpful perspective 
for online-purchasing behavior research. For example, Close and Kukar-Kinney (2010) argued that the online 
behavior of shopping cart use can significantly enhance the possibility of purchasing. Moreover, different from 
traditional on-ground shopping carts (e.g., grocery carts), the data for the use behavior of electronic carts if offered 
in the online stores can be fortunately collected for analyses. However, to the best of our knowledge, online 
shopping cart use behavior was somehow neglected in existing models. Therefore, this study especially fills in such 
a literature gap by considering the online shopping use behavior as useful information. In particular, the number 
of items placed in the shopping-cart (ShoppingCartPuts) which might have a positive relationship with purchasing 
possibility is used as an important model variable in the proposed model. 

Classification Techniques 
This section formulates a hybrid classification mechanism for online-purchasing behavior prediction, by 

incorporating FA into SVM for parameter selection. First, brief introductions into SVM and FA are given in 
Subsections 2.3.1 and 2.3.2, respectively. Second, the hybrid FA-based SVM algorithm can be formulated, as 
presented in subsection 2.3.3. 

Support vector machine (SVM) 
The SVM, an effective AI technique, was proposed by Vapnik (1995) based on the principle of structural risk 

minimization. Due to both powerful intelligent leaning capability and solid statistical theoretical foundation, the 
SVM has been repeatedly shown to possess excellent prediction performance, even for complex problems. The 
generic idea of SVM is to first map the original data into a high-dimension feature space based on nonlinear 
mapping function and further to make regression by maximizing the margin hyperplane. This study implements 
the SVM as the classification technique for the online-purchasing behavior—whether or not a purchase will be 
made during the next visit to the website. 

Given the training data with n observations, i.e., {(x1, y1),…,(xn, yn)}, where xi (i=1,…,n) is the input and yi 

(i=1,…,n) is the output, the SVM classification can be described as follows:  

 
min 𝐽𝐽(𝑎𝑎, 𝑏𝑏, 𝜉𝜉) = �

1
2� 𝑎𝑎

𝑇𝑇𝑎𝑎 + 𝛾𝛾�𝜉𝜉𝑖𝑖

𝑛𝑛

𝑖𝑖=1

 

s.t. 𝑦𝑦𝑖𝑖[𝜑𝜑(𝑥𝑥𝑖𝑖) ⋅ 𝑎𝑎𝑖𝑖 + 𝑏𝑏] ≥ 1 − 𝜉𝜉𝑖𝑖 ,  
𝜉𝜉𝑖𝑖 ≥ 0, 𝑖𝑖 = 1,2, . . . ,𝑛𝑛, 

(1) 

where a = {𝑎𝑎1, . . . , 𝑎𝑎𝑛𝑛} is the hyperplane vector, b is the bias, and 𝜑𝜑(𝑥𝑥𝑖𝑖) is the nonlinear mapping function for 
transforming the input data into the high-dimension space. ξ = {𝜉𝜉1, 𝜉𝜉2, . . . , 𝜉𝜉𝑛𝑛} is the tolerable misclassification 
errors, and 𝛾𝛾 is the regularization parameter for the trade-off between the maximal margin and the tolerable 
misclassification errors. 

In practice, kernel functions can be employed as the nonlinear mapping functions, helpfully simplifying the 
mapping process. Any asymmetric kernel function satisfying Mercer’s condition can be introduced. The most 
popular kernel functions are Gaussian (RBF) kernel 𝐾𝐾(𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗) = exp(−�𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗�/2𝜎𝜎2) with parameter 𝜎𝜎2 and 
polynomial kernel 𝐾𝐾(𝑥𝑥𝑖𝑖 ,𝑥𝑥𝑗𝑗) = (𝑎𝑎1𝑥𝑥𝑖𝑖𝑥𝑥𝑗𝑗 + 𝑎𝑎2)𝑑𝑑 with an order of d and constants 𝑎𝑎1 and 𝑎𝑎2. In this study, the RBF 
kernel is employed. 

Accordingly, in the SVM model, two parameters, i.e., the penalty parameter 𝛾𝛾 and the RBF kernel function 
parameter 𝜎𝜎2, need to be carefully determined to ensure the effectiveness of the model. The regularization 
parameter 𝛾𝛾 determines the trade-off cost between classification errors and model complexity, while the parameter 
𝜎𝜎2 in RBF kernel function defines the non-linear mapping from the input space to high-dimension feature space. In 
this study, a promising AI optimization tool of FA is especially introduced in this study to optimize the two 
parameters in the SVM. 

Firefly algorithm (FA) 
Though effective in classification prediction, SVM has its own intrinsic weakness, i.e., parameter sensitiveness. 

Thus, this study introduces an emerging AI optimization tool, the FA, to select the optimal parameters in SVM 
(Tang et al., 2015). The FA, proposed by Yang (2010), is a modern heuristic algorithm. In the FA, each firefly 
represents a potential solution to the problem, and its attractiveness to the potential prey and absolute brightness 
are determined by fitness function (e.g., the classification errors in this study). At each iteration, a firefly with 
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greater brightness attracts other fireflies with relatively less brightness (Moe and Fader, 2004b). Moreover, the 
brightest firefly moves randomly within a certain range. Relative brightness (or light intensity) between the firefly 
i and its prey j can be defined as: 

 𝐼𝐼𝑖𝑖,𝑗𝑗 = 𝐼𝐼𝑖𝑖𝑒𝑒−𝛾𝛾𝑟𝑟𝑖𝑖,𝑗𝑗
2

 (2) 

where 𝐼𝐼𝑖𝑖 represents the absolute light intensity of firefly i, i.e., 𝐼𝐼𝑖𝑖 = 𝐼𝐼𝑖𝑖,𝑗𝑗 , (𝑖𝑖 = 𝑗𝑗) at the distance 𝑟𝑟𝑖𝑖,𝑗𝑗(𝑖𝑖 = 𝑗𝑗) = 0. 𝛾𝛾 is the 
light absorption coefficient ranging between 1.0 and 10.0. 𝑟𝑟𝑖𝑖,𝑗𝑗 denotes the distance between the two fireflies i and j, 
which can be evaluated via Cartesian distance:  

 𝑟𝑟𝑖𝑖,𝑗𝑗 = ��⃑�𝑥𝑖𝑖 − �⃑�𝑥𝑗𝑗� = ��(𝑥𝑥𝑖𝑖,𝑙𝑙 − 𝑥𝑥𝑗𝑗,𝑙𝑙)2
𝑑𝑑

𝑙𝑙=1

 (3) 

where �⃑�𝑥𝑖𝑖 = �𝑥𝑥𝑖𝑖,𝑙𝑙�, (𝑙𝑙 = 1, . . . ,𝑑𝑑) represents the position of firefly i in a d-dimension future space. 
Similarly, the attractiveness 𝛽𝛽𝑖𝑖,𝑗𝑗  of firefly i to its prey j is proportional to its light intensity:   

 𝛽𝛽𝑖𝑖,𝑗𝑗 = 𝛽𝛽0𝑒𝑒−𝛾𝛾𝑟𝑟𝑖𝑖,𝑗𝑗
2

 (4) 

where 𝛽𝛽0 represents the maximum attractiveness, usually set to 1. 
At iteration k, firefly j moves toward to its counterpart i with a higher brightness, and updates its position into: 

 �⃑�𝑥𝑗𝑗(𝑘𝑘 + 1) = �⃑�𝑥𝑗𝑗(𝑘𝑘) + 𝛽𝛽𝑖𝑖,𝑗𝑗(𝑘𝑘)(�⃑�𝑥𝑖𝑖(𝑘𝑘) − �⃑�𝑥𝑗𝑗(𝑘𝑘)) + 𝛼𝛼(𝑘𝑘)𝜀𝜀𝑗𝑗 (5) 
where 𝜀𝜀𝑗𝑗 is a random term following Gaussian distribution or uniform distribution, and 𝛼𝛼(𝑘𝑘) is the randomization 
parameter ranging between 0 and 1 and decreases gradually: 

 𝛼𝛼(𝑘𝑘 + 1) = 𝑑𝑑𝑒𝑒𝑙𝑙𝑑𝑑𝑎𝑎 × 𝛼𝛼(𝑘𝑘) (6) 
where delta is a predetermined parameter. 

Generally, five main steps are included in the FA, as shown in Figure 2. 
(a) Parameter specification: The user-defined parameters in the FA are specified according to existing 

researches, i.e., firefly population I, absorption coefficient 𝛾𝛾, maximum attractiveness 𝛽𝛽0 and delta. 
(b) Initial location generation: Randomly locate each firefly within the searching space, corresponding a feasible 

solution to the problem, and let iteration k=0. 

BeginBegin

Parameter specificationParameter specification

Initial location generationInitial location generation

Location updateLocation update

Luminance evaluationLuminance evaluation

Is termination condition 
satisfied ?

Is termination condition 
satisfied ?

EndEnd

YES

NO

 
Figure 2. Searching process of FA 
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(c) Location update: Each firefly moves toward the ones with higher brightness according to Eq. (5) or moves 
randomly when no brighter one can be found. 

(d) Luminance evaluation: Each firefly is evaluated in terms of fitness function, e.g., classification errors in this 
study. 

(e) Termination condition check: Return to Step (c) and let k=k+1, or stop when the termination conditions are 
met that iteration k reaches the maximum number of generations or the prediction error can be controlled 
within a tolerance level. 

FA-based SVM 
As mentioned above, the two parameters, the penalty parameter 𝛾𝛾 and the kernel function parameter (e.g., 𝜎𝜎2 

in the RBF) need to be carefully predetermined to ensure the effectiveness of SVM. To solve such essential but tough 
task, this paper especially introduces the emerging AI optimization tool of FA into SVM and formulates a hybrid 
FA-based SVM model for online-purchasing behavior classification. The main steps of the proposed FA-based SVM 
can be described as follows, with the model framework shown in Figure 3. 

(a) Let iteration k=0, and randomly initialize a population of feasible solutions (𝛾𝛾(𝑖𝑖, 𝑘𝑘 = 0),𝜎𝜎(i, k = 0)2), (i=1, 2,.., 
I), in terms of the position of fireflies in the FA, where I is the population. 

Predictors

SVM

Parameter γ Parameter σ 2

Initial solution 
(γ(i,k=0),σ(i,k=0)2)

SVM training Solution update
(γ(i,k+1),σ(i,k+1)2)

Optimal parameter 
γ* 

Optimal parameter 
σ*2 

Classification prediction

FA

Is termination condition 
satisfied ?

YES

NO

 
Figure 3. Main process of the hybrid FA-based SVM model 
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(b) Train the SVM model with each pair of parameter candidates (𝛾𝛾(𝑖𝑖, 𝑘𝑘),𝜎𝜎(𝑖𝑖, 𝑘𝑘)2) and calculate the classification 
errors as the fitness function in FA. 

(c) Update the location of each firefly into (𝛾𝛾(𝑖𝑖, 𝑘𝑘 + 1),𝜎𝜎(𝑖𝑖, 𝑘𝑘 + 1)2) according to Eq. (5) and let k=k+1. 
(d) Return to Step (b); or otherwise go to Step (e) when meeting the termination conditions that a satisfactory 

solution with tolerable errors is obtained or that k reaches the maximum iteration K. 
(e) Select the optimal solution (𝛾𝛾∗,𝜎𝜎∗2) with the best fitness function, among final generation of fireflies (𝛾𝛾(𝑖𝑖,𝑘𝑘 =

𝐾𝐾), 𝜎𝜎(𝑖𝑖, 𝑘𝑘 = 𝐾𝐾)2), (i=1,2,…,I). 
(f) Finally, the SVM model with the optimal parameters (𝛾𝛾∗, 𝜎𝜎∗2) can be formulated, which can be further 

applied to online-purchasing behavior prediction. 

EXPERIMENTAL DESIGN 
To verify the effectiveness of the proposed model, the online-purchasing behavior in an online furniture store 

is studied in this paper. Section 3.1 first gives a description to the sample data. Section 3.2 presents the evaluation 
criterion of classification performance. Besides, some popular classification algorithms with different predictors 
and/or other popular classification techniques, are introduced as benchmarking models for comparison purpose, 
as depicted in Section 3.3. 

Data Descriptions 
An anonymous online store selling furniture and the related products is selected as study sample. On the 

homepage, the main categories of products are listed, including lounge chairs, office chairs, desks, coffee tables, 
table lamps, desk lamps and accessories. Moreover, the top hot items are listed on the homepage. For convenience, 
a search function is also provided. The detailed information about each product can be viewed when registering 
with username and password. In particular, the store provides virtue shopping cart to customers, for keeping a 
record of the products of interest. Accordingly, the data involve all detailed log files, purchase data and shopping 
cart use data. The collected data cover from April 1st, 2013 to September 14th, 2013 (about five months). Table 2 
summarizes the online customer behaviors at this site for the sampling period. 

According to Table 2, some interesting findings can be roughly obtained. First, with 3,006,524 visits and 
1,267,757 purchases within the sampling period, this online furniture store is quite a hot website. Second, its 
conversion rate (about 42.17%) is much higher than other samples (e.g., 5% in Moe and Fader, 2004), implying this 
online store is quite successful. The main reason can be attributed to the relatively cheap price and good quality in 
this online furniture store. Finally but the most importantly, one interesting implication can be obtained that, the 
online shopping cart use behavior may be an effective predictor for purchasing possibility, since about 34.92% of 
online shopping cart uses result in purchases. 

Due to the large scale of the sample data, we randomly withdraw 4,312 observations (i.e., 3% of total 143,674 
customers) for each run, and the selected samples are further randomly divided into two subsets with equal 
samples: training subset for model training and testing subset for performance evaluation (Polat and Güneş, 2007). 
It is worth noticing that due to the randomicity stemming from model initialization and data sampling, a total of 
50 experiments with different initial solutions in the FA-based SVM model and different sampling datasets are 
performed, and the average values are calculated as the final results. 

Table 2. Descriptives for the online customer behaviors in the furniture site (from April 1st, 2013 to September 14th, 2013) 
Number of visits 3,006,524 

Number of purchases 1,267,757 
Number of shopping cart puts 3,630,459 

Number of visitors 2,685,043 
Number of buyers 1,227,609 

Conversion rate (purchase/visits) 42.17% 
Visits/visitor 1.12 

Cart-puts/ visitor 1.35 
Purchases/visitor 47.22% 

Purchases/cart-put 34.92% 
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Evaluation Criteria 
To evaluate the prediction performance of the model, the most well-established criterion for classification 

accuracy is selected, i.e., percentage correctly classified (PCC) accuracy (Edwards et al., 2006): 

 𝑃𝑃𝑃𝑃𝑃𝑃 =
∑ 𝑎𝑎𝑖𝑖𝑀𝑀
𝑖𝑖=1
𝑀𝑀 , 𝑎𝑎𝑖𝑖 = �1, 𝑦𝑦�𝑖𝑖 = 𝑦𝑦𝑖𝑖

0, 𝑦𝑦�𝑖𝑖 ≠ 𝑦𝑦𝑖𝑖 (7) 

where 𝑦𝑦�𝑖𝑖 = {0,1} and 𝑦𝑦𝑖𝑖 = {0,1} are respectively the predicted value and actual value of case i. In particular, 𝑦𝑦�𝑖𝑖 = 1 
(or 𝑦𝑦�𝑖𝑖 = 0) stands for that the customer i is predicted to make a (or no) purchase during the next visit. 𝑦𝑦𝑖𝑖 = {0,1} 
follows a similar way. M is the size of the testing dataset. Obviously, a higher PCC indicates a higher prediction 
accuracy of the tested model. 

Furthermore, to statistically test the difference across different models in classification accuracy, one-tailed t test 
is performed, with the null hypothesis that the PCC value of the target model is no more than that of its 
benchmarking model. Accordingly, the t statistic can be defined as: 

 𝑑𝑑 =
𝑃𝑃𝑃𝑃𝑃𝑃1 − 𝑃𝑃𝑃𝑃𝑃𝑃2

𝑠𝑠12.�2
𝑁𝑁

, 𝑠𝑠12 = �1
2 (𝑠𝑠12 + 𝑠𝑠22) (8) 

where 𝑃𝑃𝑃𝑃𝑃𝑃1 = ∑ 𝑃𝑃𝑃𝑃𝑃𝑃1,𝑛𝑛
𝑁𝑁
𝑛𝑛=1  and 𝑃𝑃𝑃𝑃𝑃𝑃2 = ∑ 𝑃𝑃𝑃𝑃𝑃𝑃2,𝑛𝑛

𝑁𝑁
𝑛𝑛=1  are the mean PCC of N experiments respectively produced by 

the target model and the benchmarking model, 𝑠𝑠12 is the grand standard deviation (or pooled standard deviation) 
of the two results groups, 𝑠𝑠12 and 𝑠𝑠22 are the unbiased variances of the two result groups, and N=50 is the total 
number of experiments. 

Benchmarking Models 
In order to test the performance of the proposed classification model, a series of benchmarking models, with 

different model variables (see Subsection 3.3.1) and/or other popular classification techniques (see Subsection 
3.3.2), are formulated for comparison. 

Benchmarking predictor design 
To testify the effectiveness of our predictor design, the existing designs in other studies are especially 

introduced for comparison purpose, as listed in Tables 3 and 4. It is worth noticing that different from our design 
(A0), all the existing designs (A1-3) somehow neglected the important information of shopping cart use. 
Furthermore, they otherwise employed some other predictors, which we go without due to the strong relationship 
with similar features. For example, the designs A1 and A2 considered a much rich of model variable; however, 
many features fall into one category and might have strong relationships with each other, while some importing 
behaviors are otherwise neglected (e.g., customer heterogeneity and especially shopping cart use). In contrast, even 
with a relatively small size of predictor set, our design (A0) covers all the four main categories of online customer 
behaviors. 
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Benchmarking classification techniques 
To enhance prediction accuracy, a hybrid FA-based SVM classification mechanism is proposed in this study. 

For comparison purpose, some popular classification techniques and similar hybrid learning paradigms coupling 
SVM and other AI optimizations, are formulated as benchmarking classification models. 

 According to existing researches, the most popular classification techniques are DT, LogR, naive Bayesian 
classifier (NBC), Bayesian network (BN), back propagation (BP), generalized regression neural networks (GRNN) 
and SVM (Yu et al., 2010; Quinlan, 1986). Accordingly, these techniques are introduced as benchmarks for the 
proposed FA-based SVM model. For similar hybrid SVM variants, three popular AI optimization algorithms, i.e., 
PSO, SA and GA, are also introduced into SVM to formulate three AI-based SVMs (Tang et al., 2015; Huang and 
Dun, 2008; Lin et al., 2008). 

To sum up, a total of ten benchmarking classification methods are employed for the proposed FA-based SVM 
(i.e., FA-SVM) model, including seven popular classification tools (DT, LR, NBC, BN, BP, GRNN and single SVM) 
and three hybrid SVM variants (PSO-SVM, SA-SVM and GA-SVM). For these hybrid paradigms, the first part in 
the abbreviations is the parameters optimization algorithms in SVM. 

Table 3. Benchmarking designs of model predictors 

Type Predictors Description Mark 

I-Cickstream measures FrequencyVisit The total number of past visits V1 

 RecencyVisit Number of days since last visit V2 

 PriorVisit Number of visits since last purchase V3 

 TotPage The total number of viewed pages V4 

 TotPageSearch The total number of times one made use of the search engine of 
the site V5 

 TotPageProduct The total number of pages viewed concerning the product V6 

 TotPageCat The total number of pages viewed which are at the category level V7 

 MaxRep The maximum number of repeat page views per product V8 

 TotUniqCat The total number of all category level pages viewed that are 
unique V9 

 TotUniqProd The total number of all product level pages viewed that are unique V10 

II-Customer 
heterogeneity CustomerType Whether the registrant is a visitor or a customer. V11 

III-Purchase Behavior Totpurchases The total number of past purchases V12 

 PurchaseRecency Number of days since last purchase V13 

IV-Shopping cart use ShoppingCartPuts The total number of items placed in  shopping-cart V14 
 

Table 4. Model predictor designs in the proposed model A0 and benchmarking models A1-3 

Type I II III  IV 
Reference 

Mark V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 V13 V14 

A0 √ √ √ - - - - - - - √ √ - √ This study 

A1 √ - - √ √ √ √ √ √ √ - √ - - Moe and Fader (2004b) 

A2 √ √ - √ - √ √ - - - - √ √ - Buckinx and Van (2007) 

A3 √ - √ - - - - - - - √ √ - - Moe and Fader (2004) 
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EXPERIMENTAL RESULTS 
According to the model steps (see Section 2) and the experimental design (see Section 3), the proposed FA-based 

SVM model considering online shopping cart use is employed to predict the online-purchasing behavior in an 
anonymous furniture e-commerce website. Subsection 4.1 gives the parameter settings for the proposed model and 
its ten benchmarking models, and Subsection 4.2 discusses the corresponding results. 

Parameter Settings 
First, the seven single benchmarking models, i.e., DT, LogR, NBC, BN, BP, GRNN and single SVM, are 

performed to predict the online-purchasing behavior in the furniture electronic store. As for DT, iterative 
dichotomiser 3 (ID3) algorithm is employed (Quinlan, 1986). In BN, the K2 algorithm is introduced to learn the 
structure, the Bayesian estimation (BE) is used as the parameter learning method, and the junction tree algorithm 
is applied for inference (Cooper and Herskovits, 1992). In BP, the number of input units is set equal to the number 
of model variables, the number of hidden units is determined according to a classic mathematical result of 
Kolmogorov, i.e., 2*n+1, where n is the number of input units, and the number of output unit is one (Tang et al., 
2015). As for single SVM, the RBF kernel function is used and the parameters 𝛾𝛾 and 𝜎𝜎2 are set by the trial-and-error 
method (Tang et al., 2014). 

For hybrid SVMs, the RBF kernel function is also used, and various AI optimization methods of GA, PSO, SA 
and FA are individually introduced to search the optimal parameters 𝛾𝛾 and 𝜎𝜎2 on the range from 0.01 to 10,000.00 
in the SVM. In particular, the user-defined parameters in these AI optimization algorithms are set according to the 
related literature and our modification (Tang et al., 2015; Lin et al., 2008), as listed in Table 5. It is worth noticing 
that for consistency, the common parameters in different algorithms are set the same, e.g., population size and 
generations. 

Furthermore, randomicity is inevitable in view of initial solutions and some random parameters in the AI 
optimization tools and data sampling (see the experimental design in Section 3.1). Therefore, each model is run fifty 
times, with the mean value as the final result. All above models are performed via Matlab software with the version 
number of 7.14 (R2012a). 

Results Analysis 
For clearly understanding, the experimental results are discussed from three perspectives. Subsection 4.2.1 

focuses on the effectiveness of our predictor design. Subsection 4.2.2 compares the proposed model with other 
classification techniques. Subsection 4.2.3 summarizes the main fin dings in the empirical study. 

Effectiveness of considering online shopping cart 
To verify the effectiveness of the proposed predictor design, the existing designs are introduced. Table 6 

presents the corresponding results of different FA-SVM models with different variable sets (designs A0-3), in terms 
of the mean PCC values of 50 experiments (PCC), the standard deviations (Std.), the maximum values (Max.) and 
the minimum values (Min.). Furthermore, the average computational time is calculated. To statistically test the 

Table 5. Parameter specification of AI optimization algorithms 

FA 

Population size 20 

PSO 

Population size 20 

Generations 50 Generations 50 

alpha 0.90 personal learning factor 1.60 

beta 0.97 social learning factor 1.50 

gamma 1 inertia weight [0.40, 0.90] 

SA 

Generations 50 

GA 

Population size 20 

Initial temperature 500 Generations 50 

Final temperature 0.01 
Crossover rate 0.60 

Mutation rate 0.50 
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superiority of the proposed model, one-tailed t test is performed, with the null hypothesis that the classification 
accuracy (in terms of PCC) of the proposed model A0 is no higher than the benchmarking models A1-3, as the t-
statistic and p-value (in bracket) listed in the last two rows of Table 6. 

From the comparison results, one important conclusion can be obviously found that our design A0 appears to 
be the best model in classification prediction for online-purchasing behavior, given that its mean PCC value, 
together with the maximum and minimum values, are the highest without exception, with a relatively low standard 
deviation ranking the second. Among benchmarks, design A3, which is the most similar to A0 but without online 
shopping cart use, ranks the best in terms of classification accuracy. However, design A2, even with the most 
features, performs the worst. Furthermore, the t-test statistically confirms the superiority of our design over all the 
other model variable designs, under a confident level of 90%. 

From the above results, two interesting implications can be obtained for online-purchasing behavior research. 
First, as online shopping cart becomes an increasingly important tool in electronic stores, the information on 
shopping cart uses cannot be neglected in online customer behavior study. Therefore, our design considering online 
shopping cart uses significantly defeats all the benchmarking designs neglecting such important information, in 
terms of prediction accuracy. Second, even with a large number of model variables, designs A1 and A2 appear to 
be ineffective in capturing online-purchasing behavior, mainly due to two important reasons. On the one hand, 
some importing behaviors (e.g., customer heterogeneity) are neglected in designs A1 and A2. On the other hand, 
many features in designs A1 and A2 fall into one category responding to one type of customer behavior, between 
which there exists a strong relationship. Therefore, such multicollinearity leads to modeling inefficiency. In 
contrast, even with a small feature size, models A0 and A3 covering diverse customer behaviors (clickstream 
measures, previous purchase behavior and customer heterogeneity) appear much more effective in in terms of both 
prediction accuracy and time saving. 

Effectiveness of hybrid FA-SVM model 
To verify the effectiveness of the proposed hybrid FA-SVM method, seven single popular classification 

techniques (i.e., LogR, GRNN, BP, NBC, DT, single SVM and BN) and three hybrid SVMs (i.e., GA-SVM, PSO-SVM 
and SA-SVM) are also performed. Table 7 presents the comparison results of different classification methods with 
the design A0.  

From the comparison results, four main conclusions can be easily observed. First, the proposed FA-SVM model 
significantly outperforms all the benchmarking models without exception, given that its mean value of PCC is the 
highest. Second, the four hybrid SVM models of FA-SVM, GA-SVM, SA-SVM and PSO-SVM perform much better 
than single SVM model in terms of much higher PCC values, confirming the effectiveness of the “hybrid modeling” 
concept in model improvement. Third, most AI algorithms (i.e., BP, NBC, DT, SVM and BN) defeat the most 
traditional statistical model LogR, indicating the effectiveness of AI techniques for modeling the complex online e-
commerce system. It is worth noticing that the LogR model may be the most popularly used technique for online 
customer behavior research (e.g., Van den Poel and Buckinx, 2005; Padmanabhan et al., 2001). From the results of 
t-test, the proposed FA-based SVM classification model can be statistically proved to be superior to all the 
considered benchmarks listed here, at the confidence level of 90%. 

Given the randomness and arbitrariness in the AI searching methods of FA, GA, SA and PSO and data sampling, 
the model robustness should be also taken into consideration as another important criterion for performance 
evaluation. In particular, all the single models (i.e., LogR, GRNN, BP, NBC, DT, SVM and BN) and hybrid SVM 
models (i.e., FA-SVM, GA-SVM, PSO-SVM and SA-SVM) are run fifty times (as mentioned in Section 3.1), and the 
standard deviations (std.) of PCC are calculated, as the results reported in Table 7. According to the results, BN is 

Table 6. Comparison results of the proposed predictor design A0 and its benchmarking designs A1-3 

Design A0 A1 A2 A3 

PCC 0.7673 0.7026 0.7152 0.7606 

Std. 0.0067 0.0113 0.0105 0.0065 

Max. 0.7824 0.7220 0.7290 0.7745 

Min. 0.7536 0.6600 0.6863 0.7462 

Time Consuming (seconds) 5612.7295 7465.8408 9735.2771 679.4646 

t-test result t-statistic 
p-value  27.1181 

(<0.0001) 
23.4118 

(<0.0001) 
3.9295 

(0.0002) 
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shown to be the most stable model with the smallest standard deviation, but its prediction accuracy is at a relatively 
low level. Apart from BN, all the hybrid SVM variants (i.e., FA-SVM, GA-SVM, PSO-SVM and SA-SVM) are much 
more stable than the single models in terms of much lower standard deviations, testifying to the effectiveness of 
both SVM tool and the “hybrid modelling” concept.  

Generally, with the highest PCC value and relatively low standard deviation, the proposed hybrid FA-SVM 
model can be considered as an effective and robust classification approach for online customer behavior prediction. 

Summarizations 
According to above analyses, seven conclusions can be obtained from the experimental study. 
Regarding model predictors: (1) the proposed design A0 considering online shopping cart uses significantly 

outperforms all the benchmarking designs neglecting such an important feature, in terms of prediction accuracy; 
(2) focusing on the number of features, large-scaled variable sets (e.g., designs A1 and A2) still be ineffective, due 
to multicollinearity between the similar predictors and neglecting certain type(s) of customer behavior; and (3) in 
contrast, even with a small feature size, the proposed design A0 covering the main customer behaviors performs 
the best, in terms of both prediction accuracy and time saving. 

For classification techniques: (4) the proposed hybrid FA-SVM model significantly outperforms all the 
benchmark models without exception, in terms of prediction accuracy; (5) the four hybrid models, i.e., FA-SVM, 
GA-SVM, SA-SVM and PSO-SVM, perform much better than single SVM model, confirming the effectiveness of 
the “hybrid modeling” concept in model improvement; and (6) the AI optimization algorithms (i.e., BP, NBC, DT, 
SVM and BN) significantly outperform the traditional statistical LogR model, indicating the effectiveness of AI 
techniques for modeling the complex online e-commerce system. 

Therefore, (7) using the model predictors (covering both common online customer behaviors and shopping cart 
uses) and the FA-based SVM model (based on the “hybrid modeling” concept), the proposed model can be used as 
a powerful tool for forecasting online-purchasing behavior, in terms of prediction accuracy, robustness and time 
saving. 

Table 7. Comparison results of the proposed FA-SVM model and its benchmarking classification techniques 

 PCC Std. Max. Min. 
t-test result 

t-statistic p-value 

FA-SVM 0.7673 0.0068 0.7823 0.7531  

GA-SVM 0.7649 0.0066 0.7777 0.7517 1.7569      0.0420 

PSO-SVM 0.7647 0.0066 0.7809 0.7452 1.7405      0.0440 

SA-SVM 0.7653 0.0078 0.7837 0.748 1.5295      0.0660 

LogR 0.5869 0.0470 0.7174 0.5457 27.1857 (<0.0001) 

GRNN 0.5664 0.0091 0.586 0.5443 136.4710    (<0.0001) 

BP 0.7482 0.0559 0.7842 0.5707 2.3948      0.0100 

NBC 0.7024 0.0274 0.7689 0.6403 16.1515     (<0.0001) 

DT 0.7640 0.0083 0.7758 0.7359 2.2190      0.0150 

SVM 0.7592 0.0066 0.7749 0.7489 5.7269      (<0.0001) 

BN 0.7505 0.0016 0.7619 0.7503 18.0624     (<0.0001) 
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CONCLUSIONS 
To improve online-purchasing behavior prediction, a hybrid FA-based SVM model considering online 

shopping cart use is proposed in this study. In particular, a hybrid classification model, i.e., FA-based SVM, is 
formulated based on the “hybrid modeling” concept, by coupling the effective AI technique of SVM for 
classification and the emerging AI optimization tool of FA for parameters selection in SVM. Furthermore, an 
appropriate set of predictors is carefully structured considering online shopping cart use, which was otherwise 
neglected in existing models. 

For illustration and verification purposes, the proposed model is utilized to predict the online-purchasing 
behavior in an anonymous online furniture store. Furthermore, a series of benchmarking models with different 
model variable designs and other popular classification techniques are employed for comparison purpose. The 
empirical results statistically confirm that using the model predictors (covering both common online customer 
behaviors and shopping cart uses) and the FA-based SVM model (based on the “hybrid modeling” concept), the 
proposed model can be used as a powerful tool for forecasting online-purchasing behavior, in terms of prediction 
accuracy, robustness and time saving. 

However, besides the sample data used here, the proposed model should be extended to other e-commerce sites 
to verify the generality and universality. Furthermore, the prediction results can be used to helpfully facilitate 
design effective recommendation mechanisms, in order to enhance the conversion rate, which is another important 
issue in online marketing research. We will look into these issues in the near future. 
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